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ABS 1R AC IT 

Estimation of a flood corresponding to a specified recurrence interval 

at a particular point on a river system is the most common problem for the 

engineers, scientists and others involved in design and construction of water 

resources projects. Generally various distributions are fitted with the limited 

data availablde at the gauging site of the river system and then a suitable 

distribution is considered for estimating the floods of required recurrence int-

ervals. Instead of selecting a suitable distribution among the various possible 

conditions of distributions for fitting the given set of data, it will be more 

appropriate if the data is transformed to a particular distribution of known 

characteristics for the purpose of flood frequency analysis. Box-Cox transformation 

is one of the powerful procedures for transforming the data series to near 

normalization, which has been employed in flood frequency analysis. 

The Gumbel EV-I distribution, is one of the most popular distributions, 

used for flood frequency analysis and it is more amenable to theoretical analysis. 

In this study, an attempt has been made to develop methodology for transforming 

the annual peak flood series to follow Gumbel EV-I distribution using Box-Cox 

transformation. The exponent/of the Box-Cox transformation has been estimated 

by trial and error using the method of maximum likelihood(MML) and method 

of probability weighted moment(MPWM), so as to obtain nearly the same esti-

mates of log likelihood functions by both the methods. This methodology has 

been tested using 1000 samples of various sample sizes of randomly generated 

synthetic "flood" series which follow the Pearsen type III distribution. The sta-

tistical estimates of the reduced variates of the Gumbel EV-I distributed trans-

formed series, viz., mean and standard deviation, have been found nearer to 

0.5772 and 1.2825 as required from theoretical considerations and thus verify-

ing the applicability of the proposed methodology for transforming to Gumbel 
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EV-I distribution. It is seen that the population estimates are satisfactorily 

reproduced by using the proposed method of frequency analysis. 
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1.0 IN TRO DU C TION 

The main objective of flood frequency analysis is to estimate the flood 

corresponding to a specified -recurrence interval from the limited sample data. 

An assumption is generally made of a theoretical frequency distribution which 

fits the population events and the parameters of the assumed distribution We 

computed from the sample data. However, data arising from various situations 

form their owp distributions. As such instead of assuming that the data follows 

a particular distribution, it is more appropriate to transform the data to a 

particular distribution of known characteristics for the purpose of frequency 

analysis. 

Since the properties of a normal distribution are completely defined, 

it is a common procedure to transform the given data series to a normally 

distributed series. The various normalization procedures generally used in prac-

tice are log transformation, log transformation based on the theoretical relation-

ship between original and log domain statistical estimates(Chow 1954), inverse 

Pearson type HI transformation, inverse log Pearson type III transformation 

(Beard, 1%7), square root transformation(Richardson,1978) and Cube root trans-

formation(Stidd,1953). All these transformations have been shown to be special 

cases of poWer transformation(Box and Cox,1964). 

Since ;Gumbel EV-I distribution can be more easily handled by theoretical 

analysis, the transformation of data to this distribution would be more suitable 

for flood frequency analysis. In this study, an attempt has been made to develop 

procedure for use of the Box-Cox transformation for transforming synthetic 

data of flood series to Gumbel EV-I distribution. 



2.0 REVIEW 

Box and Cox(1964) suggested the power transformation for normalization. 

Hinkley(t 977) gave, a procedure to estimate the exponentxrequired for the power 

transformation. In this procedure the sample mean, standard deviation and 

median of the transformed data, Z, Sz 
and Zm 

respectively, are computed 

for X = 0, ± 0.5, ± 1.0, and then the appropriate value of x is found by interpo-

lation. At this value of x , the quantity(Z-Zrn)/Sz 
 would be minimum. Chander 

et al(1 978) have found this transformation suitable for flood frequency analysis 

and gave a maximum likelihood estimator of x . Recently, Kuczera(1983) has 

used this transformation method for regional flood frequency analysis. 

Chow(1954) introduced the log transformation based on the theoretical. 

relationship between original and log domain statistical estimates to normalise 

the data series. Beard(1 967) proposed inverse Pearson type III and inverse log 

Pearson type III transformations for normalization. The inverse Pearson trans-

formation formula assumes that the original or log transformated data follows 

Pearson type III or log Pearson type III distribution and they are near normally 

transformed using Beard's formula(1 967). Richardson(1 978) and Stidd(1953) sugg-

ested the use of square root transformation and cube root transformation 

respectively for the purpose of normalization. 

Another transformation, referred to as the SMEMAX(Small, Medium, 

Maximdm) transformation, has been suggested by Bethlahmy(1977) for normalis-

ing skewed frequency distributions. This approach is based upon the trignometrical 

solution of a right angled trianagle as shown in figure 1. 

X X R
I 

m - min ...(1 a) 

R2 =  Xmax - 
Xm ...(1 b) 

where Xmin, Xm and Xmax are the minimum, median and maximum values 
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Fig. 1 The SMEMAX transformation 

within the sample data. The point M(fig 1) disects the hypotenuse, ukase length 

is 2A. The points Z. and z. on the hypotenuse are the transformed values of 

the original observations, x. and X. where X. Z. and X. Z. are drawn parallel 

to the line MX
m. As demonstrated by Venugopal(1980), the transformed values, 

as measured from the Vertex X
min  may then be obtained directly from the ' 

geometry of the triangle as; 

Zi  = (Xi  - X
min 

 ) (A/Ri  ) Xi  < X
m 

.Z A= + (Xi  - X
m  ) ( A/122) Xi  > Xm  

Chander et al (1978) pointed out that SMEMAX transformations transform the series 

having the difference between the largest value and the median value equal 

to that between the median value and the smallest value which is a necessary 

but not sufficient property to normalize the transformed series as the resulting 

series can still have appreciable skewness or kurtosis. 
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3.0 PROBLEM DEFINITION 

It is required to develop a methodology for transforming the given random 

data series to Gumbel EV-I distribution and verify the effectiveness of the 

transformation technique by reproducing the population characteristics using 

this procedure. 
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4.0 PROPOSED METHODOLOGY 

A given data series X is transformed to series Z of Gumbel EV I distr 

button using Box-Cox transformation as follows: 

(Xi) -1 
Z. -- A WhenX 0 ...(3) 

= In ( Xi) When X 0 

where 

= an exponent used for transformation and its value is found by trial 

and error, such that the series Z is approximately Gumbel EV-I 

distributed. 

The series Z. is approximately Gumbel EV-I distributed, as the moments 

of the transformed series higher than second order will not be strictly verified 

for their closeness with the theoretical values in the proposed methodology. 

It can also be seen that when X. 0, the transformed series follows the log Gumbel 

distribution. 

The two methods of parameters estimation, the method of maximum 

likelihood(MML) and the method of probability weighted moments(MPWM) (Land-

wehr et al.,1979), are linked together in order to estimate X of equation (3) 

which transforms the annual peak series into Gumbel EV-I distributed series. 

The probability density function of the Gumnbel EV distribution is given as: 

Z.- q u 
P(Z) = r e- ( ja" ) -e  - ) ...(4) 

in which, 

(gi- 
is the reduced variate y., and a and u are the parameters of 

the distribution. 
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4
1 N 

MK  = -N Zi(F)(1-F.) 

K = 0,1,2 
i=1 

4.1 Method of Maximum Likelihood(MML): 

The maximum likelihood method of estimating the parameters, u and-

a ,postulates that the parameters should be such that the probability of N indi-

vidual maximum events Z1, Z2, Z3  ....ZN  corresponding to N annual peaks should 

be a maximum The log likelihood function is given as; 

= In (P ( z1). P(Z2) P .(ZN) = 

Z..- u 
N In( -1-) E u ) - E -E----- ) ...(5) et a 

i=1 i=le a 
The solution procedure for estimating u and  a  as described by Kite(197a) 

has been adopted in the study. Using the estimated values of L.; and a , the log 

likelihood function is estimated from equation(5). 

4.2 Method of Probability Weighted Moments(MPWM) 

The method of probability weighted moments for parameter estimation 

was introduced by Greenwood et al. (1979) for distributions that might be 

written in inverse from like Z= Z(F). In this form, the variable Z can be exo-

ressed as a function of corresponding probability of non-excedence. Landwehr 

et al(1979) used this method for parameter estimation of Gumbel EV-I distribution. 

A random variable Z is said to be Gumbel EV-1 distributed, if 

F exp ( - exp ( (--Z-au) ...(6) 

where F= P(Z <z), the probability of non exceedence and Z, the variate. The 

inverse form of the distribution is defined as 

Z = u -a In ( - In F) 

The parameters of the Gumbel EV-I distribution are estimated using the tech-

nique of probability weighted moments on the sample data. The probability 

weighted moments are expressed as follows: 



where N = Number of Z. variates 

Landwehr et al.(1979) substituted the formula 

in-i , " ) K   in place of (I-F.)K  and expressed the parameters of the distribution 

u and a using MPWM as: 
A 

A 
U = M

o 
- 0.5772 & ...(10) 

where, fl and& are the sample estimates of u and a 

4.3 Linking MML and MPWM: 

Landwehr et al (1979) have found that the estimates of and “" obtained 

using MPWM are unbiased. However, they have shown that the estimates of 

MML has lesser variance than that of MPWM. In the proposed method, the esti-

mates u1 and al\
1 have been obtained first by using MML in the transformed 

Series Z. for a given), , and using these estimates the probability of non-excee- i 

dance F. is determined corresponding to each Z, by the following expression: 

Z. U1  
e= xp ( - exp ( A )) 

...(11) al 

This expression for Fi  s used in equation(8) to estimate the probability 

weighted moments M
o and M / . Equations(9) and (10) have been used to estimate 

A u 2  and , where u2  and a 2are the estimates of method of probability weighted 

moments. The log likelihood function is calculated using the parameters Au
2 

anda 2  . The ratio R of log likelihood functions a MML and MPWM is computed 

In p ( Z1) p (Z2) ...p(ZN) ) MML 
R- ...(12) In (PZ j ) p(Z2) p(ZN)) MPWM 

The ratio R. would be nearer to unity corresponding to that trial value 

of A which yields the values of
I and a l nearly the same as that of 11

2 and 

as: 

A 
a 2 respectively. For this condition, the coefficient of variation of reduced vari- 

ate Yi  = (Zi  - u)/a would also be nearer to 2.222 as required from theoretical 
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considerations. 

4.4 Estimation ofx : 

The expondnent x of equation(3) can not be determined in closed form. 

It is determined by trial and error method using Newton-Raphson technique. 

the steps to be followed for the estimation of A are: 

Assume two different values for X i.e. x 1  and x 2. 

;ii) Use equation 3 considering x in place of x , to transform the annual 

maximum series, X., to series Z1.. 1 1 

(iii) Fit EV-1 distribution with the transformed data and estimate the parameters 

A A 
U

1 
anda 

1  using the method of maximum likelihood as described in section 

4.1 

it v) Estimate the values of F. using the parameters u1  aid et  / in equation(l I). 

(v) Estimate the probability weighted moments M
o  and M 1 from the equation 

(8) using the values of F/  obtained from step(iv) 
A  

(vi) Estimate u2 and a 2 using the equations(9) & (10). 

Compute the reduced variate series yl. using the equation: 
(ZI. -ii ) 1 

2 i  
1 642 ...(13) 

Compute the co-efficient of variation (CoV1) for the reduced variate 

series obtained from step(vii). 

Repeat step(ii) • to(viii) for A 2  in order to estimate the co-efficient of 

variation(COV2) for the corresponding reduced variate series. 

Estimate the new trial value of A using (Newton-Raphson) the equation:- 

)L2 (F
F

P
C

N
N

) ...(14) Anew =  

where FCN = (COV 2-2.222) ...(15) 

((C OV2-3.222)  -(COV1-2.222) ) (COVZ-Q04, (16)  FP - or FPN - 
X2 •••• X1 X2 Al 

(ix) Consider the, next trial values of Al  and A as. 2 • 



=A2• the previous trial value) 1  

2 -)t new ( Evaluated at Step (x)) 

Repeat Step(ii) to (xi) till the convergence criteria are not satisfied. 

The convergence criteria are:(i) the objective function should be less 

than or equal to 0.01 .or (ii) the total no. of trials should not exceed the 

maximum specified limit(say 100). 

The last trial value of A which satisfies one of the above stated conver- 

gence criteria, gives an estimate of required A. 

Estimate of A ,obtained from the above steps, transform the annual maximum 

series to a Gumbel EV1 distributed series using Box-Cox transformation. For 

this condition, the ratio of log likelihood functions of the MML and MPWM is 

nearer to unity and also the co-efficient of variation of the reduced variate 

series yi  is nearer to 2.222 as required from theoretical considerations. 
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5.0 ANALYSIS AND RESULTS 

5.1 Monte Carlo Experiments: 

In order to judge the applicability of this methodology, Monte Carlo exp-

eriments were used. For this purpose, the skewed distribution were generated 

using the following approximate relationship(Clarke, 1 973) between the reduced 

variate of Pearson type III distribution and the co-efficient of skewness; 

1 
Y = 1- 

9 p + 34P' 
 )3 ...(17) 

where 

g being the given co-efficient of skewness and t, the standard normal deviate. 

The frequency factor, K of Pearson type-Ill distribution is written as 

(Kite, 1978): 
K = + 

g 2 

The Pearson type-III distributed synthetic "floods" were generated using 

the following equation(Chow,1 964): 

x 41 +a K 0.(20) 

where,p and a are the given population mean and standard deviation respectively. 

Two sets of 100,000 numbers which follow the pearson type-III distribution 

approximately with co-efficient of Skewness 1.0 and 0.5 were generated using 

the above described procedure. For both the sets, population mean and standard 

deviation were supplied as 500 and 200 respectively, although any other mean 

and standard deviation could have been used. 

Since, the relationship between the reduced variate and the co-efficient 

of skewness given by equation(17) is only approximate the co-efficient of skew-

ness of 100,000 generated numbers need not be nearly equal to the supplied 
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population co-efficient of skewness. Therefore, two synthetically generated 

sets of 100,000 numbers were considered as representative of population and 

their respective computed mean, standard deviation and co-efficient of skewness 

were treated as population parameters. The mean, standard deviation and co-

efficient of skewness thus computed for the two sets of synthetic "floods" series 

are given below: 

Series Mean Standard 
deviation,a 

co-efficient 
of skewnessy 

Case-I 528 289 1.336 

Case-11 520 275 0.750 

Population estimates of "floods" for return periods of 20,50,100,200,500 

and 1000 years were obtained using the population mean, standard deviation 

and co-efficient of skewness as given above. Using 100,000 generated numbers 

of each of the two series considered, 1000 samples for each of the following 

sample sizes were studied using the proposed methodology: 

N = 10, 20, 30, 40, 50, 60, 70,80, 90, and 100 

For each of the sample size considered, 1000 sample estimates for return 

periods of 20,50,100,200,500 and 1000 years were computed. The estimates 

in the original domain were estimated from those in the transformed domain 

using the following inverse transformation relationship: 

IA 
X T = ( Z T

X + 1) ...(21) 

These estimates were subjected to the performance tests adopting the criteria 

discussed below: 

5.2 Performance Criteria: 

The performance indices used for judging the accuracy of the suggested 

methodology are biasAco-efficient of variation(CV) and root mean square error 
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(RMSE) as defined below. These indices were normalized by the population values 

for the purpose of comparison(Lettenmaier and Burges,I982). 

(i) Bias:- 

It is the tendency to overestimate or underestimate a given event level 

corresponding to the population estimate. A positive bias indicates the overesti-

mation and a negative bias indicates the under-estimation. It is measured as: 

E(X T) - 

where 
A A 

E(X T) = mean of the estimates of X
T for a given sample size. 

A 
= the estimate of flood corresponding to 1-year recurrence interval 

Co-efficient of variation(ev): 

The co-efficient ov variation is a measure of. the precision of estimation 

or scatter of the estimates derived from many samples of the same sample 

size. It is measured as: A 
A 2 1/2 (E X 

T E( X T
)I 2)12 

I  _ 
X ...(23) 

T 
 

Root mean square error(RMSE): 

RMSE is a common statistical measure which combines the effects of 

bias and variability. It measures the accuracy of the suggested methodology 

in fitting the population estimate. 

It is estimated as: RMSE = ( 62 
+ CV2 1/2 E(XT - T)

2 
 

X
T 

m(24) 

5.3 Discussion of Results: 

Table 1 shows the expected values of mean, standard deviation, and co-

efficient of skewness of the reduced variate series of the Gumbel EV-I distribu-

tion obtained by using the suggested method of transformation on 1000 samples 

12 
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of various sample sizes derived from Case-I and Case-II series. It can also be 

seen that the expected values of mean computed over the reduced variates 

of 1000 samples for all the sample sizes of both the series considered yield 

a value of 0.5772 which corresponds to the theoretical value for Gumbel EV-I 

distributed reduced variate series. Similarly, the expected values of the standard 

deviations computed over the reduced variates of 1000 samples for all the sample 

sizes of both the series considered, yield a value close to 1.2825 which is the 

theoretical value for the Gumbel EV-I distributed reduced variate  series. However, 

The expected value of the co-efficient of skewness of the reduced variates 

of case-II series are nearer to 1.13 9 (the theoretical value of Gumbel EV-I dis-

iribution), indicating that case II series could be transformed more close to 

Gate' EV-I distribution as compared to Case I series. 

Figure 2-13 illustrate the bias and RMSE, in percentages, of the estimates 

of different return period "floods" obtained by using the proposed methodology 

on different sample sizes with 1000 samples each considered from Case I and 

Case II series. Since the value of RMSE and CV do not differ much, only RMSE 

has been considered for analysis. 

From figure 2-7 of case I series, it can be inferred that the bias in the 

estimates are less than 5% except in the estimates corresponding to the return 

periods of 500 and 1000 years which are computed as 16% and 28% respectively 

for sample size equal to 10(not shown in the figures). It can be seen from the 

variation of bias values that the lower return period floods are under estimated 

and higher return periods floods are over estimated. The RMSE of the estimates 

reduces as the sample size increases for a given return period and it increases 

with return periods. This has resulted in very high values of the RMSE as 115% 

and 185% respectively for the estimates of 500 and 1000 year return periods 

obtained using sample size 10. The reduction in RMSE of the estimates of all 

return periods is quite significant when the sample size increases from 10 to 201  

13 



indicating the importance of sample size in the frequency analysis using the 

proposed methodology. 

It can be seen from figures 8-13 that the variation of bias and RMSE 

of the estimates obtained using Case-II series also indicate somewhat similar 

behaviour as for Case I series, but with smaller variations. It can be seen that 

the "floods" are generally under estimated. Also the magnitudes of bias and 

RMSE of the estimates are generally less than that of the estimates arrived 

by using Case-1 series. This difference in bias and RMSE obtained using Case-I 

and Case-II series may be attributed to the difference in skewness of the genera- 

ted-population series. 

Figures 14 and 15 describe the variation characteristics of the exponent 

used for transformation of 1000 samples of each of the different sample sizes 

considered from both case-I and case-II series. It can be seen from figure 14, 

that the mean values of X obtained by transformin,g 1000 samples of the different 

sample sizes arrived from case-II series are less than the correspondingn mean 

x values of Case-I series indicating the effect of co-efficient of skewness of 

the population series. Similarly, as it can be seen from figure 15, the co-efficient 

of variation of X values corresponding to case-II series are less than of case-I 

series for all sample sizes explaining the possible higher RMSE values in the 

estimates of Case-I series than that of Case II Series. 
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Table 1 

Expected Values of Mean, Standard deviation and co-efficient of Skewness 
of the reduced variate series obtained using the suggested transformation 

procedure on 1000 samples 

Sample 
size 

Case-I Series Case-II Series 
y=E(y ) y=E(S ) Y =E(g ) u=E(y) y=E(S ) 

Y Y Y 
Y = E(g ) 

10 0.5772 1.2813 0.9108 0.5772 1.2816 0.9004 

20 0.5772 1.2810 0.9893 0.5772 1.2817 1.0150 

30 0.5772 1.2809 0.9971 0.5772 1.2812 1.058 

40 0.5772 1.2805 1.0084 0.5772 1.2813 1.0867 

50 0.5772 1.2807 1.0352 0.5772 1.2816 1.09% 

60 0.5772 1.2807 1.0489 0.5772 1.2815 1.1109 

70 0.5772 1.2808 1.0617 0.5772 1.2815 1.1137 

80 0.5772 1.2809 1.0767 0.5772 1.2820 1.1207 

90 0.5772 1.2809 1.0781 0.5772 1.2820 1.1186 

100 0.5772 1.2808 1.0818 0.5772 1.2816 1.1209 
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_ 6.0 CONCLUSIONS 

From the present study carried out with Monte Carlo experiments invol-

ving two different cases of generated series, the following conclusions are 

made:- 

• The expected values of mean and standard deviation of the reduced var-

iate series of the Gumbel EV-I distribution, obtained by using the proposed 

methodology for both cases close to the theoretical values 0.5772 and 1.2825 

respectively for the Gumbel EV-I distributed reduced variate series. However, 

the expected value of the co-efficient of skewness of the EV-I reduced variates 

of case-H series is nearer to the theoretical value of the co-efficient of skew-

ness i.e. 1.139 as compared to the Case-I series. It indicates that the Case-II 

series is transformed somewhat more closely to Gumbel EV-I distribution in 

comparison to the Case-I series. 

The bias and root mean square errors are quite high for all return period 

floods computed from a sample of size 10. This indicates the importance of 

sample size in flood frequency analysis. 

The mean values of exponent X used for transformation have a systematic 

variation with sample size. Similar variations with different sample size are 

also observed, for the values of co-efficient of variation of A . 

Inspite of the effect of co-efficient of skewness on the estimation of 

floods as indicated in the study, the methodology suggested can be used satis-

factorily for transforming given data series to Gumbel EV-I distribution. 
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