Conservation and Restoration of Lakes

Estimation of Suspended Sediment Concentration using
Artificial Neural Networks

A. R. Senthil Kumar, Avinash Agarwal, R. D. Singh and R. K. Nema

National Institute of Hydrology, Roorkee-247667
e-mail : arsk@nih.ernet.in

ABSTRACT

The assessment of the sediment volume transported by river water is very important
in the design and management of water resources project. Several methods have been
proposed to predict suspended sediment concentration based on the properties of flow
and sediment. The equations proposed by the investigators for the estimation of sediment
concentration have the limitations due to the simplification of important parameters and
boundary conditions. Recently, neural networks approach has been applied in many
areas of water resources due to its capability in representing any nonlinear processes by
given sufficient complexity of the trained networks. In this paper, development of an
Artificial Neural Network (ANN) model for predicting the suspended sediment
concentration at the upstream of Bhakra reservoir is presented. The results of the ANN
model for calibration indicated that the all range of sediment concentration values were
simulated fairly well. Whereas the high range values of sediment concentration were
slightly deviated from the observed values during the validation of the model. The
performance of ANN model was compared with multiple linear regression model (MLR)
and was found better than the MLR model.

INTRODUCTION

Misuse and mismanagement of the catchment area contribute higher sediment
load in the river reaches (Tejwani, 1984). Estimation of sediment concentration has
become important in river engineering practices, river training, river management and
the design of hydraulic structures mainly power plants. Another important use is in water
quality monitoring (Nagy et al., 2002). Several methods have been proposed to predict
suspended sediment concentration based on the properties of flow and sediment. The
equations proposed by the investigators are based on empirical, dimensional approach
and semitheoretical approach (Garde and Rangaraju, 1985; Graf, 1984; Rijn, 1984 a,b,c).
The applicability of these equations to all rivers is limited due to the simplification of
important parameters and boundary conditions considered (Nagy et al., 2002). Recently,
neural networks approach has been applied in many areas of water resources due to its
capability in representing any nonlinear processes by given sufficient complexity of the
trained networks (Maier and Dandy, 2000). ANNs are proven to produce improved
performance over other black box models in numerous hydrological studies (Hsu et al.,
1995). The applications of artificial neural networks (ANN) in modelling the suspended
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sediment concentration are reported by Nagy et al., 2002 and Tayfur et al., 2003, Kisi,2004,
Kisi, 2005. Nagy et al. selected the input neurons based on properties of flow and
sediment. The properties considered are tractive shear stress, velocity ratio, suspension
parameter, longitudinal slope, water depth ratio, Froude number, Reynolds number, stream
width ratio, depth scale ratio and mobility number. The results of the ANNs model were
compared with the results of the conventional models. Tayfur et al developed the ANNs
model for predicting suspended sediment concentration by considering the rainfall intensity
and slope as input neurons and compared with the performance of fuzzy model. It is
concluded that ANNs model the sediment movement better than the other formulae
including regression model. The main advantage of the ANN models over traditional
models is that it does not require information about the complex nature of the underlying
process under consideration to be explicitly described in mathematical form. This paper
discusses the development of a model for the prediction of suspended sediment
concentration using ANN at Kasol gauging site of river Sutlej.

THE STUDY AREA

The catchment of Sutlej river up to Kasol is considered for analysis. The study area
is located upstream of Bhakra reservoir. Bhakra reservoir is very big reservoir located
on the Sutlej river with a water spread area of 168.35 SQ. KM at full reservoir elevation
of 515.11m. The original designed capacity of the reservoir at dead storage, live storage
are 2431.806 million m® and 7436.034 million m® respectively. The capacity of reservoir
in the year 1994 at dead storage, live storage are 1805.610 million m?® and 6779.683
million m® respectively. The catchment area up to Kasol is 56980sq.km and is presented
in Fig. 1. The impounding of water was started in the year 1959. The power production
from the reservoir is 1050 MW. 35 lakh hectares of land is irrigated under this reservoir.
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Fig. 1. Index map of Bhakra Reservoir
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ANN - AN OVERVIEW

ANNs are a form of computing inspired by the functioning of the brain and nervous
system and are discussed in detail in a number of hydrologic papers. For example,
Portugal, 1995; Minns and Hall, 1996; See et al, 1997; Danh et al, 1998; Zealand et al,
1999; ASCE, 2000a,b; Maier and Dandy, 2000; Elshorbagy, 2000. The architecture of a
feed forward ANN can have many layers where a layer represents a set of parallel neurons.
The basic structure of ANN usually consists of three layers: the input layer, where the
data are introduced to the network.; the hidden layer or layers, where data are processed;
and the output layer, where the results of given outputs are produced. The neurons in
the layers are interconnected by strength called weights. A typical three-layered feed
forward ANN is shown in Fig. 2

In general, a neuron can have n inputs, labeled from 1 through n. For example
neuron 3 in the hidden layer shown in Fig. 2, n=2. In addition, each neuron has an input
that is equal to 1.0, called bias. Each neuron jreceives information from every node iin
the pervious layer. A weight (w) is associated with each input (x) to node j. The effective

Fig. 2 : A Typical Three-Layer Feed Forward ANN (ASCE, 2000a)

incoming information (NET) to node jis the weighted sum of all incoming information,
otherwise known as the net input, and is computed as:

n
NETj%ZOWﬁxf (1)
I:
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where x, and w,, are called as the bias term (x, = 1 .0) and the bias respectively. Equation
1 applies to the nodes in the output layer and hidden layer(s). The weighted sum of input
information is passed through an activation function, called transfer function, to produce
the output from the neuron. The transfer function introduces some nonlinearity in the
network, which helps in capturing the nonlinearity present in the function being mapped.
The commonly employed transfer function is the sigmoid function (ASCE, 2000a) and is
given as follows:

|
ouT j=———— P

! 14 ¢—NET j @)

The interconnected weights are adjusted using a learning algorithm such that the
output from the ANN model is very close to the observed values by minimizing the error
through a mathematically formulated procedure. This procedure is called training of
network.

Using a set of examples from a given problem domain, comprising inputs and their
corresponding outputs, an ANN model can be trained to learn the relationship between
the input-output pairs. The feed forward ANN is generally adapted in all studies because
of its applicability to a variety of different problems (Hsu et al., 1995). However, there are
no guidelines in developing an effective ANN architecture, though some researchers
have reported suggestions that can be implemented while developing an ANN model.
For instance, Maier and Dandy (2000) report that not more than one hidden layer is
required in feed forward networks because a three-layer network can generate arbitrarily
complex decision regions. Also, the appropriate input vector to the ANN model can be
identified according to the procedure of Sudheer et al. (2000).

The input values should be normalised to the range between 0 and 1 before passing
into a neural network since the output of sigmoidal function is bound between 0 and 1.
Minns and Hall, (1996), Dawson and Wilby (1998), Sajikumar and Thandaveswara (1999),
and Burian et al (2001) emphasised the importance of the normalisation of data and
gave the procedure to normalise. The output from the ANN should be denormalised to
provide meaningful results. In this study, following equation is used to normalize the
data set:

_ _Ri™ Mini
Ni = - (3)
Maxi  Minj
where R, is the real value applied to neuron i; N, is the subsequent normalized
value calculated for neuron i; Min is the minimum value of all values applied to neuron i
Max. is the maximum value of all values applied to neuron i.
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Training a network is a procedure during which an ANN processes training set
(input-output data pairs) repeatedly, changing the values of its weights, according to a
predetermined algorithm and the environment in which the network is embedded. The
main objective of training (calibrating) a neural network is to produce an output vector

Y=(y, Y seeees yp) that is as close as possible to the target vector (variable of interest

or forecast variable) T = (;1,12,....,tp) when an input vector X =(x1»x2,----,xp) is

fed to the ANN. In this process, weight matrices W and bias vectors V are determined
by minimizing a predetermined error function as explained as follows:

E= 22()& —t) (4)

where t is a component of the desired output T, y; is the corresponding ANN output; pis
the number of output nodes; and Pis the number of training patterns.

Back propagation is the most popular algorithm used for the training of the feed
forward ANNs (Hsu et al, 1995; Dawson and Wilby, 1998; Thirumalaiah and Deo, 1998;
Sajikumar and Thandaveswara, 1999; Tokar and Jhonson, 1999; Zealand et al, 1999;
Thirumalaiah and Deo, 2000; ASCE, 2000a; Elshorbagy et al, 2000; Maier and Dandy,
2000; Burian et al, 2001). Each input pattern of the training data set is passed through
the network from the input layer to output layer. The network output is compared with the
desired target output, and an error is computed based the equation 4. This error is
propagated backward through the network to each neuron, and the connection weights
are adjusted based on the equation

oF )
Aw”(n):_g*a +o Aw,j(n—l) (5)

b

where Awt‘j (n) and Aw,'j(n— 1) are weight increments between node jand j during

nth and (n-1)th pass, or epoch (ASCE, 2000a). A similar equation is written for correction
of bias values. In the equation 5, e and a are called learning rate and momentum
respectively. The momentum factor can speed up training in very flat regions of the
error surface and help prevent oscillations in the weights. A learning rate is used to
increase the chance of avoiding the training process being trapped in a local minima
instead of global minima. The literature by Rumelhart et al, 1986 can be referred for the
details of the algorithm.

PERFORMANCE EVALUATION OF ANN MODEL

The whole data length is divided into two, one for calibration (training) and another
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for validation of artificial neural network model. The performance during calibration and
validation is evaluated by performance indices such as root mean square error (RMSE),
model efficiency (Nash and Sutcliffe, 1970) and coefficient of correlation (R). They are
defined as follows:

(6)

_ _Z(t—y)2
Effici - - 7
iciency Z(t—t)z (7)
_o3TY
Coefficient of Correlation W (8)

where K is the number of observations; t is the observed data; y is computed data;

T — s 7 in which ;is the mean of the observed data; and ¥ = y — yin which y is the
mean of the computed data.

MODEL DEVELOPMENT

For the current application, the daily rainfall values for Kalpa, Rackchham, Kaza,
Namagia, Rampur, Suni, Berthin, Kahu, Kasol and Bhakra were available from 1987 to
2000. The discharge and suspended sediment concentration values at Kasol for the
same period were also available. The ANN and MLR models had been developed for
predicting the suspended sediment concentration at Kasol using the available data. The
details of the model development are described in the following sections.

SELECTION OF INPUT

The ANN model for the prediction of suspended sediment concentration is normally
developed using the antecedent rainfall, sediment concentration and discharge values
of upstream stations as input vector. Determining the number of antecedent rainfall,
sediment concentration and discharge values involves finding the lags of rainfall, sediment
concentration and discharge values that have significant influence on the predicted
sediment concentration. These influencing values corresponding to different lags can
be very well established through statistical analysis of the data series. The input vector
is selected generally by trial and error method; however, Sudheer et al. (2002) have
presented a statistical procedure that avoids the trial and error procedure. They reported
that the statistical parameters such as auto correlation function (ACF), partial auto
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correlation function (PACF) and cross correlation function (CCF) can be used for this
purpose. The PACF of the sediment concentration series at Kasol with 95 % confidence
levels and CCF of sediment concentration series at Kasol between rainfall of all stations
upto kasol and discharge series at Kasol suggest the input vector to the ANN model.
Based on PACF and CCF of the data series, the following input vector was selected for
neural network training.

SC =f(SC INFL INFL R

Kasal,t Kasal t-1? Kasol t-17 Kasol t? Kasol,t-1? Rﬁampur.t-t RSuni.H) (9)

In which SC, INFL and R are suspended Sediment concentration, discharge and
rainfall value respectively.

MODEL TRAINING

The ANN models had been trained using back propagation algorithm. The whole
data set were divided into two sets for the training and validation purpose of the ANN
model. The data from 1991 to 2000 were considered for the training of the model since
it contained the extreme values of sediment concentration. The data from 1987 to 1990
were considered for the validation of the model. The software used for the training of the
model was MATLAB (The Mathworks, Inc., 2001). The number of the hidden neurons in
the hidden layer was found by a trail and error procedure, and a number of 5 neurons is
found to be optimum. Multiple Linear Regression (MLR) model had been developed for
the prediction of suspended sediment concentration using the data considered in the
development of ANN model. The performance of ANN and MLR models were evaluated
based on the performance indices.

RESULTS AND DISCUSSIONS

The performance of best ANN model for the prediction of suspended sediment
concentration during calibration and validation is presented in Figures 3 and 4 respectively
along with the corresponding observed suspended sediment concentration. The visual
inspection of the plots clearly demonstrates the potential of the developed ANN model in
prediction of the suspended sediment concentration at Kasol. The results were further
analyzed using statistical indices too. The results of the calibration and validation of the
ANN and MLR models in terms of various statistical indices are presented in the Table 1.

The performance of MLR model for the prediction of suspended sediment
concentration during calibration and validation is presented in Figures 5 and 6 respectively
along with the corresponding observed suspended sediment concentration

The high coefficient of correlation during the calibration and validation for the
prediction of suspended sediment concentration indicates that explained variance was
high and the developed ANN model is good to estimate suspended sediment
concentration with less error. The coefficient of correlation, RMSE, Model efficiency of
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MLR model during calibration were lower than the values of ANN model. The performance
of MLR model during validation was only slightly lower than the performance of ANN
model. The RMSE of ANN, which is a measure of the residual variance, during calibration
was very low compared to the value during the validation. The same trend was not
observed in the performance of MLR model. The model efficiency of MLR was deteriorated
during calibration as well as validation. The relative error in peak, which is a measure of
model’s ability to predict peak suspended sediment concentration, was very low during
calibration of the ANN model. It was observed high during the validation of ANN model.
The percentage error in peak suspended sediment concentration of MLR was high during
calibration as well as validation. But overall performance of ANN model was better than
MLR Model.

CONCLUSIONS

In this study, an ANN Model had been developed for predicting the suspended
sediment concentration at Kasol gauging site, Sutlej River Basin. The ANN model had
been developed using daily rainfall for basin up to Kasol and daily discharge and
suspended sediment concentration data at Kasol from 1987 to 2000. The statistical
parameters ACF, PACF and CCF had been used for selection of Input vector. The model
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Fig. 1 : Scatter plot of observed Vs modeled sediment concentration
for ANN calibration
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Fig 2 : Scatter plot of observed Vs modeled sediment concentration
for ANN validation

Table 1 : Comparison of results between ANN model and MLR

ANN model MLR model
Calibration Validation Calibration | Validation
Coefficient of Correlation 0.9915 0.9500 0.9562 0.9450
RMSE 0.2344 0.5821 0.5293 0.5926
Model efficiency (0.9825 0.9025 0.9410 0.8915
% error in peak suspended 0.0084 -45.59 -59.46 -46.86
sediment concentration

performance evaluation criteria used were coefficient of correlation, RMSE, model
efficiency and percentage error of peak suspended sediment concentration. The best
ANN model had been compared with MLR model. It is concluded from the validation
and calibration results of the models that the ANN model performed better than MLR
model.
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Fig. 3 : Scatter plot of observed Vs modeled sediment concentration for
MLR calibration
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Fig 4 : Scatter plot of observed Vs modeled sediment concentration
for MLR validation
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