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ABSTRACT

The association of three or more variables can be
investigated by multiple linear regression and correlation
analysis. The derivation of relationships among hydrologic
variables is of importance for the transfer of information
from few gauged staticns to many ungauged stations. The

general form of the multiple linear regression is:

Xl = Bl - B2X2 -+ B3X3 F e g g e 8 i ar Bme B

where, Xl is dependent variable and X2,X3 ..... X
are independent variables. E€ is the error term.

In the documentation, listing of the source programme
for multiple linear regression analysis, input data file and
output file is given with test data and example calculations.
In the programme the selection of different sets of independent
variables ana designation of dependent variable can be made as
many times as desired.

The programme calculates means, standard derivations of
dependent and independent variables, correlation coefficients
between dependent and independent variables, regression coeffi-
cients, standard error of regression coefficients, computed
t-values, intercept, multiple correlation coefficient, standard

error of estimate, analysis of variance for multiple regression

and table of residuals.



10 INTRODUCTION

The derivation of relationships among hydrological
variables is of great importance for the transfer of informat-
ion from few gauged sites to many ungauged sites. Such rela-
tionships may be between one dependent variable and one inde-
pendent variable. The relationship may also be among one
dependent variable and more than one independent variables.
The statistical technique of regression analysis is used for
this purpose. The use of correlation and regression techniques
in hydrologic analysis has increased manifold in recent years
due to the advent of computers.

The relationship among three or more variables can
be developed by multiple regression and correlation analysis.

The general form of the multiple linear regression is given

below:
X1 = Bl + 82 X2 e 7 e ke Bm Xm + E s
where,
X1 : Dependent variable
(X2, X3....Xm):Independent variables
> ] Error term

If equation (1) is linear i.e. all the variables
(dependent and independent) are in linear form, the regression
is referred to as the multiple linear regression. The
association between the variables is referred to as multiple

correlation. The variables of non-linear relationships in




hydrology are often transformed to linear relationships for
the multiple regression analysis as it is easier to treat
linear equations.

In designing the multiple linear relationships, the
selection of dependent and independent variables is of great
importance. The dependent variable is defined by the problem
itself. The independent variables are generally selected by

the following two criteria:

(a) The variables have been observed in the past concurrent-
ly with the dependent variable so that the regression
equation may be established, and they will continue to
be observed in the future also so that dependent vari-
able may be predicted from them when necéssary.

(b) The dependent variable should have dependence upon
independent variables, from physical point of view.

The programme for multiple regression analysis described
in this documentation has been taken from IBM's Scientific
Subroutine Package and has been implemented/tested on VAX-11/
780 computer system of National Institute of Hydrology,

Roorkee.




2.0 PURPOSE OF THE PROGRAMME

The multiple linear regression analysis is performed
for a set of independent variables and a dependent variable.
In this programme selection of different sets of independent
variables and designation of a dependent variable can be
made as many times as desired. The programme carries out the
following operations:

(a) Reads the title of the problem for multiple regression.

(b) Reads subset selections i.e. different sets of
selections of independent and dependent variables
for multiple regression analysis.

(c) Calls various subroutines to calculate means and
standard deviations of dependent and independent
variables, simple and multiple correlation coefficients,
regression coefficients, t-values and analysis of
variances for multiple regression.

(d) Prints the results.




3.0 SPECIFIC METHOD

The method is based on estimation of the regression
coefficients by the least squares technique and involves
computation of different statistical parameters such as mean,
standard deviation, regression coefficients, correlation

coefficients etc.

SRl Parameters Estimation

The parameters or the regression coefficients are
estimated by the method of least squares.

N 2
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= o (xl b1 b2 Xg veveeens b ) (2)
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If ? g? is equal to Z, then m partial differential equations
: i
i=1

will be:

3z
Bbl

The above m partial differential equations will have following

m linear equations:
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b X, + e s =
22 AX2 A 3 b3S(AX3) + . = meAXm AX3 ZAXl AX3
2_
bZEAX2 AXm + b32 (AX3AXm) S S o me(AXm) =Z AXl AXm
o e (30
in which &X, = Xi - X with i = 1 to m. The above equations
enable the determination of m parameters bl’ b2, ....... ,bm
which are the estimates for Bl' B2, ...... ; Bm'
The parameters can be estimated with the help of
matrices also as given below:
i g
[Y]=[X] [B] for ;I; e =0 ... (4)

or[x]" [¥] = [x]" [x][8] e (5)
or T ¥ [x" [¥] = T ¥7T [ ] [B] oo (6)

or[8] = T x]7t [x]7 [¥] o 0T

where,
Dﬂ . Matrix containing M regression coefficients
[ﬁ] :  ( NxM) matrix
[X] : (Nx1) matrix

342 Statistical Parameters

Various statistical parameters given in the output




are computed by the following equations in the programme:

a) Mean

X, =
J

where,

§ =

m

N

b)

rjk

where,
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The temporary means Tj and Tk are used in the equation

(10) to obtain computational accuracy.

c)

J

Standard deviation

S. =vS.. N-1
1] /

ees(11)




where,

d)

where,

e)

where,

£)

where,

Regression coefficients

b. = B. (S /s. o e L2
J J ( Y/ J) e
bj : Regression coefficient

Bj : Beta coefficient

S. : Standard deviation of dependent variable

S. : Standard deviation of jth independent variable

Beta coefficients

X -1
By = 5y (rp)) (rgy) (13)
riy : Intercorrelation of ith independent variable with
dependent variable
rT% : Inverse of intercorrelation r..
1] 1]
B = R P e Ve e .., k imply independent variables
Standard error of regression coefficients
2
8 S ... (14)
by Yoo Lo2i sni cavvian k
Djj : Sum of sguares of deviations from mean for
jth independent variable



Sy.1,2..... K Mean sum of squares due to regression
g) t-values
t' & b. S e o @
g = CbssSy ) (15)

J

where,

j=1}2]oo-oo-oo-'k
h) Intercept

b.=Y - .I_ b, X. <ol 16)

where,
Y : Mean of dependent variable

.: Mean of jth independent variable

1
(8]

i) Multiple correlation coefficient

R = /R? os (1T

where,

R

Multiple correlation coefficient

R2'

%3 Coefficient of determination

Coefficient of determination Ri is calculated by the

following equation:

BB sreie (1.8




where,

B. : Beta coefficient

T : Intercorrelation of ith independent variable

with dependent variable

j) Analysis of variance for the multiple regression

The variance for the multiple regression analysis
is tested by the F-value given by

Mean squares due to regression

Fesralue = S (GALED)
Mean squares from the regression

k) Standard error of estimate

The positive square root of Var (Ei ) is known as

the standard error of estimate.




4.0 COMPUTER PROGRAMME

The programme consists of one main routine and five
subroutine. The programme capacity can be changed by suitably

changing the dimension statements.

4.1 Programme Subroutines

The multiple linear regression programme .consists of
the main routine named, MREG, a special input subroutine DATA
and four other subroutines. The subroutines have been

described below:
a) SUBROUTINE DATA (M,D)

The purpose of this subroutine is to read an observation
from input device. This subroutine is called by subroutine
CORRE and must be provided by the user. If size and location
of data fields are different from problem to problem, this
subroutine must be recompiled with a proper format statement.
Various calling arguments are:

M : The number of variables in an observation

D : Output vector of length M containing the observation

data

b) SUBROUTINE MINV (A, N, D, L, M)

The purpose of the subroutine is to invert a matrix.

Various calling arguments are:
10




A : Input matrix, destroyed in computation and

replaced by resultant inverse

N : Order of matrix A
D : Resultant determinant
L : Work vector of length N
M : Work vector of length N
c) SUBROUTINE CORRE (N,M,IO, X, XBAR, STD, RX, R,B,D,T)

This subroutine computes means, standard deviations,
sums of cross products of deviations and correlation coeffi-
cients. Various calling arguments are:
N ¢ Number of observations. N must be greater than
or equal to 2.

M : Number of variables, M must be greater than
or equal to 1.

IO : Option code for input data
0 if data are to be read in from input device
in the special subroutine DATA
1 if data ae already in core

X 2 EE TG

Il

0 , the value of X is 0.0
if I0 = 1, X is the input matrix (NxM) contain-
ing data

XBAR: Output vector of length M containing means

STD : Output vector of length M containing standard
deviations

RX : Output matrix ( MxM) containing sums of cross
products of deviations from means

R ¢ Output matrix containing correlation coefficients



B : Output vector of length M containing the diagonal
of the matrix of sums of cross products of

deviations from mean

D : Working vector of length M
T : Working vector of length M
d) SUBROUTINE ORDER ( M,R,NDEP,K,ISAVE,RX,RY)

The purpose of this subroutine is to construct from
larger matrix of correlation coefficients a subset matrix
of intercorrelations among independent variables and a vector
of intercorrelations of independent variableswith dependent
variable. Various calling arguments are:
M : Number of variables and order of matrix R
R : Input matrix containing correlation coefficients.
This subroutine expects only upper triangular
portion of the symmetric matrix to be stored
by column in R
NDEP : The subscript number of dependent variable
K : Number of independent variables to be included
in the forthcoming regression analysis. This
must be greater than or equal to one
ISAVE: Input vector of length K+1, containing in
ascending order the subscript numbers of K
independent variables to be included in the

forthcoming regression. Upon returning to the

routine this vector contains, in addition, the
subscript number of the dependent variable in
K+1 position

RX : Output matrix (KxK) containing intercorrelations
among independent variables to be used in

forthcoming regression

12



RY : Output vector of length K containing
intercorrelationsof independent variables

with dependent variable

e) SUBROUTINE MULTR (N,K,XBAR, STD, D, RX, RY, ISAVE,
B, SB, T , ANS)
This subroutine performs multiple linear regression
analysis for a dependent variable and a set of independent

variables. Various calling arguments are:

N 2 Number of observations
K 3 Number of independent variables in

the regression

XBAR : Input vector of length M containing
means of all variables. M is the number

of variables

STh Input vector of length M containing

standard deviations of all wvariables

D : Input vector of length M containing
the diagonal of the matrix of sums
of cross products of deviations from

means of all variables

RX 3 Input matrix (K x K) containing the
inverse of intercorrelations among

independent variables




RY : Input vector of length K containing intercorre-
lations of independent variables with dependent
variable

ISAVE : Input vector of length K+1 containing subscripts
of independent variables in ascending order
The subscript of the dependent variable is
stored in the K+1 position

B : Output vector of length K containing
regression coefficients

SB : Output vector of length K containing standard
deviationsof regression coefficients

T : Output vector of length K containing t-values

ANS : Output vector of length 10 containing
following information:

ANS (1) : Intercept

ANS (2) : Multiple correlation coefficient
ANS (3) : Standard error of estimate

ANS (4) : Sum of squares attributable to

regression (SSAR)

ANS (5) : Degreesof freedom associated with
SSAR

ANS (6) : Mean squares of SSAR

ANS (7) : Sum of squares of deviations from
regression (SSDR)

ANS (8) : Degreesof freedom associated with
SSDR

ANS (9) : Mean squares of SSDR

ANS (10) : F value

14




The listing of the source programme has been given in

appendix I.

452 Programme Modifications

Programme capacity can be increased or decreased by
making changes in the dimension statements. Input data in a
different format can also be handled by providing a specific
format statement. The following are the general rules for

programme modifications:

I Changes in the dimension statements of the main
programme MREG
a. The dimension of arrays XBAR, STD, D, RY, ISAVE,
B, SB, T and W must be greater than or equal to
the number of variables M.
b. The dimension of array RX must be greater than or
equal to the product of MxM .
c. The dimension of array R must be greater than or
equal to (M+1)M/2.
It, Changes in the input format statement of the special
input subroutine DATA
The special input subroutine data is normally written
by the user to handle different formats for
different problems. The user may modify this subroutine
to perform testing of input data, transforming of data

and so on.

15



5.0 INPUT SPECIFICATIONS, OUTPUT DESCRIPTION AND
RESTRICTIONS ON USE

bel Input Specifications

Input data file contains control cards, data cards and

selection cards.

5.1.1 Control cards

In the first card the title of the problem is given
in A format. 1In the second card the number of observations,
number of variables and number of selections are given in

free format.

5.1.2 Data cards

Since input data are read into the computer one obser-
vation at a time, each row of the data is given in one card in
free format. If all the variables are not coming in one card,
each row of data is continued on the second and third cards
till the last data point comes in. However each row of data

Must be given in a new card. As indicated earlier the format

for the data cards can be modified by the user.

5.1.3 Selection cards

The selection card is used to specify a dependent
variable and a set of independent variables in multiple linear
regression analysis.

16




Any variable in the set of original variables can be
designated as a dependent variable and any number of remaining
variables can be specified as independent variables. Selection
of a dependent variable and a set of independent variables can
be made as many times as desired. The selection card is
prepared as follows:

Columns Contents

1-2 Option code for table of residuals

00 if it is not required
01 if it is required

3-4 Dependent variable designated for the forth-

coming regression analysis

5-6 Number of independent variables included in the

forthcoming regression analysis

7-8 First independent variable included

9-10 Second independent variable included

Rest of the columns are for other independent variables.

The input format (3612) is used for the selection line.

5.2 Output Description

The output of the multiple linear regression analysis
programme includes the followings:
a. Means
b. Standard deviations
c. Correlation coefficient between the independent
variables and dependent variable

d. Regression coefficients

17




€.

g.
hl

Standard
Computed
Multiple
Analysis

Standard

error of regression coefficients
t-values

correlation coefficient

of variance for the multiple regression

error of estimate

18




6.0 TEST DATA

The programme for multiple regression analysis has
been run on the data of suk zone 3 (f) ( Lower Godavari
Sub Zone) to relate unit hydrograph parameters to basin
characteristics. The data has been taken from 'Flood
Estimation Report for Lower Godavari Sub Zone (SUB ZONE -3f)'
design office report No.3/1980. The data has been logarith-

matically transformed to have linear relationships.



7.0 EXAMPLE CALCULATIONS

The following relationships have been derived by the

regression analysis:

. LT
(32 s = 0.3468 | = {(OtE 2

Coefficient of correlation is 0.85560

. 7 -0.837

(gt = [ 9527 i
qp ( p)
Coefficient of correlation is 0.93 826

o h ~1.012
(iii) Weg = 2.333 (qp)

Coefficient of correlation is 0.97041

(iv) Wop = 1.3414 (qp)"l'020
Coefficient of correlation is 0.95832
(v) Wosg = 0-953 (qp)'l'°78
Coefficient of correlation is 0.95832
(vi) Woms = 0.5810 (qp)‘l‘035
Coefficient of correlation is 0.93073
where,
tp s Basin lag
qp Unit peak discharge
W50 Width of the representative unit hydrograph
at 50% of the peak of the hydrograph
W75 wWidth at 75% peak flow
Woso! Width of rising limb at 50% of peak flow
WR?B: Width of rising limb at 75% of peak flow
L : Length of mainstream in kilometers
Lc C Length of mainstream in kilometers from

20




gauging site to the centre of gravity of
catchment in kilometers
Statistical stream slope in meters per

kilometer

97



8.0 APPLICATION, SAMPLE INPUT AND SAMPLE OUTPUT

The programme for multiple regression analysis has been
run on the data of sub zone 3(f), (Lower Godavari Sub Zone)
to relate unit hydrograph parameters to basin characteristics.
The data has been log transiormed to have linear relationships.

Subroutine DATA can be modified accordingly.

8l Sample Input

The listing of sample input ( daté file) has been given
in appendix II. Total number of observations, total number
of variables and number of selections are 22, 13 and 6
respectively. So in the first line title of the problem has
been given. 1In the second line total number of observations,
total number of variables and total number of selections are
given in free format.

In the data Jdines A (catchment area in square kilometers)
Ik, Lc, WC ( minimum width of the catchment through the B
centre of gravity of the catchment in kilometers), S,t_, q_,

P p

W (LLC/ S) and qp are given in the free

Wsor Wagr Wpggr Wpyge

format. Different options have been given in selection lines.

Blier Sample Output

The listing of the sample output has been given in

appendix III.

22




9.0 RECOMMENDATIONS

The programme for multiple regression analysis can
deal with upto 40 variables (including both dependent and
independent variables). Therefore if the number of
variables involved in a problem are less than 40, then the
programme can be used as such. If there are more than
40 variables, the dimension statements in the main programme
have to be modified. 1Input format in the subroutine DATA isg

also to be modified according to the problem.

23




REFERENCES

Haan, C.T.(1972),'Statistical Methods in Hydrology',
Iowa State University Press, Ames, Iowa.

Scientific Subroutine Package, International Business
Machines, White Plains, N.Y.

24




e B T

[ |

P

i

ok LA Js

e |

ot
e

S

m

D

APPENDIX T

MULTIPLE LINEAR REGRESSION

MASTER MULTIPLE REGRESSION

RIMEMGION XBARCAO s STRIA0) sRIAGsRY (4075 [SAVEL40RIAQ )5
ISRIAC s TLA0 s WA0 Y s Al A0

RIMENSION RA(IA00TRIB20YANSI{0 - TITLE(SO:
QPEN/UMIT=G:FILE="HRER AT s BTATUR="QL 0"
OPEMIUNIT=4-FILE="MREG, QUT " sBTATUS="MEHW "}

QPEN(UNTT=1 LFILE="R.BAT s RTATUS= "NEW ¥

FORMATIBOAT Y

FORMAT (3 "MULTIPLE REGRESSIMM. v v v "4 1 ds
T/BELECTION, v v e " I204

FORMATLLM: "WARIARLE "« 2s "HEAN 2 24 "STANDARDR » £ "CORRELATION 5
110 ‘REGRESSION s 1Xx "BTR. ERENR s 25 ‘COMPUTER & NQ, x 144
ZUREVIATION s 4= &8 YR Y44 'CREFFIENT + 1% "OF REG.LOFF, *5
I1MsTHT UatUe:

FORBATIIR aI14:6F11.30

FORMAT(10H REPENRENT

FORMAT(IHO/10H INTERCERT-10¥FI4. 547 MULTIPLE CORRELATION s
IFAZ.G777 ST, ERROR OF ESTIMATE (2F1Z.877)

FORMATOIHO 21 7 ANALYSIS OF UARIANDE FOR REGREGRION //8¥s

1/SOURCE OF YARTATION «¥Xs ‘BERREER, 7Xs "RUM OF 7 10X "HEAN
263 F VALUE /30% *OF FREEDROM' s 4%: 'RRUARES ' s 91 ' SRUARES " )
FORMAT( ATTRIRUTARLE T BEGRESSTOM (s T8s2F14.2:F41,4¢¢ DEVIA

1TI0H FROM REGRESEIOH s 14 2F 16,30

FORMATIIH sQMsSHTOTAL s 19¥e TA:F LG, 2

FORMAT(ZSIZ)

FORMAT(IH s154s ‘TARLE OF RESIDUALS /" DASE MR, 2SN THY SaLUFs
10X 10RY ESTIMATE &Y «RHRERIDUAL 1

FORMATIIH +I&:F15,5:2F14 .5

FORMATOY NUMBER OF SELECTION MOT SPEQIFICER, IR TEEMIMATERC Y
FORMATLY THIE MATRIY IS SIMBULAR, THIS SELECTION IS SKIPPFRY)
FORMATILIIFLO. S

REAR PRORLEM PARAMETER CaARD

REARIS. 1ITITLE

WRITE (&1 TITLE

REATSa M MR

=4

=G

CALL CORRE (MsMs IR X ARARSSTRaRY R Rs R T

REWINR 12

TEET MUMBER OF SELECTIONS

IF(ME 108 108 109

30 T A0

A
Do 200 1
5
P
A

(a0 MREGIMDEFPfs (I840E
HEESI.. . OFTION CORE FOR
O If TABRLE IR MOT REQUIR

3

1 IF TARLE 19 uQT EQMEHED
HREF. oo DEPEMDEMT UaARIABLE

I-1/8




mmn

114

Py
fore
rJ

o 1 2

0

Kerererer NO OF INREPENDEMT UARIABLES INCLURER

ISAVE v v A UFCTOR COMTAINING THE INDFPENDENT YARTABLES INCLUDFD
CALL ORDER (MsRaNREP s TRAVE R RY )

CALL MIMUIRYKDRET RS T

TERT BINGULARITY OF MATRIY IMVERTEDR

IFORETY 112281041212

WREITE &s14)

G TR 2040

CALL MULTROMsKs XBARSSTRs R RXaRY s ISAYE s Ry OB T2 NS

FRINT MEAMS:STANDARR QEVIATIONS: INTERCORRELATIONS REVHEEH
% ANDR Y REGRESSION COEFFICIEMTS:STANDARD REVIATIONS OF
REGRERSION COEFFICTENTS:ANR COMPUTER T-YALUFR

MM=f+1

WRITEL&s 2

RR 115 d=1sK

L=IRAVE( Ly

WRITE(Sa 47 L XRARCLYsSTR(LYsRY (LI RILBRIL s TO8Y
WRITE(&: 50

L=IRAVE (NN}

HRITE(Ss4Y La¥BARILY-STRILY

STANDARDR ERROR OF ESTINATE
WRITE(SsAXANSI1 I« ANSI2Y sANS. T
PRINT AMALYSIS OF VARIAMCE FOR REGRESSION

URITE(&:72

L=ANE{R)

WRITE(SsB) KrANSI4 s ANSIE sANSLE0 s LaANS(T 21 ANS (S
t=M-1

SUM=ANS (47 +ANS(T
WMRITE(&:®) LaSUM
IFOMREST Y 20052000120
PRINT TARLE OF RESIDUALE
WRITE(&2221

WRITE(&s11

HH=T8AVE (K411

DR 140 IT=1xM

READR (12:17) ({drsd=1:M)
BlM=ANE(1 Y

DR 130 Jd=1af

L=ISaAVE( 1y
SUM=SUMIWIL YR 4
REST=h/ MM -SUN
WRITE(Ss12) IIaW/MMYBUMIREST
REWIND 12

CONTINUE

CONTINMUE

|ToP

MR

SUBRQUTINE DATA(MsD:
DIMEMGION R{1:

I-2/8




1a

10
i35

L 8 |
o]

rJ
[A]

R Y |
| =

i
Lo

b
o

FORMAT(13F10.3}

THIS SUBRQUTINME IS CALLER RY SUBRQUTINE CORRE
REAR(Ss kI (R{T1aI=t sl

BR 10 I=i:H

IF (D(IY.EQ.00R(T1=t,
RETI=atDG(R(TYY
WRITE(IZs11(RIIYaT=1aM2
RETURN

ENDR

SURRQUTINE MINV(AsMaRaL M)
DIMENGION AltrsLitraMidr
SEARCH FOR LARGEST ELEMEMT
R=1.0

Mic=—N

DR 80 K=14N

ME=NICEN

Lik=H

KiKr=K

Kl =Nt

RIGA=ALKK Y

RO 20 =K

TZ=H({ =11

RO 20 T=HaN

Id=1Z+41
IF(ARS(RIGAI-ARSIALILY Y)Y 1520520
RIGA=ALI.L

Lofr=1

Biki=t

COMTINUE

IMTERCHANGE ROWS

=L LK)

IF{4-KrY 35+35s28

KI=k-N

Re A I=isH

KI=KT4+N

HOLR=-A(KT )

JI=KI-K4 S

AlRII=A4T})

ALSTI=HOL R

INTERCHANGE CDLUMNS

I=M(k}

IF(I-K145:45,38
P=NEiI-13

DR 40 t=1sH4

Me=picd

JI=dP4d

HOLR=—A0( 1Y

Al MI=A 41

ALAII=HOLD

RIVIRE COLUMME BY MINUS PINOT

I-3/8




43
44

A
]

A |
LA

3

h ik
Lo e

Do B3
D)

L RV RN
L4

o |

IF(RIGATAR 48.40
D=0 0
RETURN
ot 33 I=t,
IFCI-KIR0,
TH=M+ T
AT I=ALIN A (-RIGAY
CONT INUE

RERUCE MATRIX

DR AT I=1aht
Ig=HI+T
HOLR=ALTK Y
Tud=1-H

DR &5 d=1sM
Id=1.40
IFCI-HYa0:85: 4
IF{A-H1621 4554
k=T d-T4k

ALT I =HDLIRA a0 T 8
COMTIMUE

RIVIRE ROW RY PIVOT
Hot=-N

BR 73 A=ial

ft=l N
IF(A-Ka 70 75 70

ALK =ALK I /RIGA

N
SR80

s &0
Cae
'S

COMT IMUE
PRODUCT QF PIVQTS
R=NERIGA

REFLACE PIYQT RY RECIPROCAL
ALRKY=1 . 0/RIGH

CONTINUE

FINAL ROW AMD COLUMM INTERCHAMGE
=N

f={f-11
IFIRII50 1504105
I=L ik

IFLI-Krt205 120,108
JQ=ME (k-1
JR=HR{I-11)

RO 110 d=1aM
=004 8

HOLD=A( 4y

AI=4R4 .8

AL T=-AL AT
ALATY=HOL D

S=RLK

IFLA-K 3001005125
RI=f-N

PR 130 I=1+H
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e
3
L]

114

[y
-4
B }

FI=kI+H

HOLR=p {1

JI=RI-E4L

IR S ELETN

AL r=HRLD

GR TR 140

RETURMN

Eun

SURRRUTIME CORRE/MaMaI0s ¥ 4BaR

DIMENSION X(17sXRAR(LYsSTRIL}

HUASERESS
INITIALIGATION
LR SUA I Sh G o
REOAY=0 0
ToLr=0, 4

W= AN 2
RO 102 I=1aF
feIr=0.4
Fh=H

L=
IFCIRY 105sd
B 100 A=1sM
Rt 107 I=1aM
L-ln 2 .l
ToLr=TL 4000

RRARL =T LAY

TOLI=TL AN

pe 115 Is=lai

M=0

L=I-Y

RO 110 =14

%

RELr=¥ILY-TL )
Phﬂ“?h“kﬁfh

o0 tis d=iaH

DR 115 K-1sd

=M+l

B =R MR, YRR
80 IR 205

IF(M-M} 170:130:135
wl=N

G TR 177

kE=h

D0 140 I=tsfp

CALL RATALMsD

R0 140 t=1sH4

TLAe=T 0400 4y

L=0+1

R¥LLY=Dy Y

Frin=fk

11279148
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172G

184

185

190

rJ
)
L

PR
R
S o

DR 150 A=1:H4
¥RARCLI=T( .
TLA=T (I AFRE

L0

R0 180 I=takk

Je=0

RQ 170 JS=1M

L=l 41

RESY=RELLI-T( 4

DR 180 =ik
ROSY=R{ATFDL LY

RO 180 K=1ad

=it
ROMCY=R{ BRI LUK
IF(N-K) 205:205:185
Kk =N-KH

e 200 I=1aKK

e=0

CALL DATA(M.D)

DR 190 A=1M
YRAR(SI=XRARC 14RO 4
ROEY=ROE-T/ by
R{SI=ROSIHROSY

RO 200 .I=1sM

N 200 K=1:d

Ji=404 1
ROMCI=R{MCIHRLITRDOK Y
JK=0

DO 210 J=1:M
YRARC L =XRAR( LI /FN
PE 210 K=1sd

o=kt
ROMCY=ROHC-ROSVRROK) /PN
JK=0

DR 220 J=1sM

JK=
STR(SI=SART(ARS(R( M1}
RO 230 JS=1aM

RO 230 K=.tsM

M= 44 (R /2
LM -1 04K
RY(LY=R{MK)
L=Mr(K-1)4d
RYCLY=ROM
IF(STRCSIRSTR(KY 1225, 2225 225
REJKY=0,0

ge TO 230
ROMI=ROMZ(RTROLERTRIK Y
CONTINUE
FN=SORT/FN-1.0}
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RO 240 A=1:H

240 STRL L =BT LY SFH
L=-H
RO 260 I=1.H
I 215

250 BEXr=RALLY
RETHURM
ENDR

SUBRRDUTINE ORRER(MsRaNDREP [ ISAVERXaRY
RIMEMSION B(1r«ISAVE(LIsRE(IIRY (LY
HWM=0
Mh=1
Bl FORMAT(/T0X "HATRIY AMDR VECTOR SELECTER RY QRRER‘/!
B 140 t=1sK
L2=18RVE Lt
IFIMRER-L 2112241240
122 L=HRERH(L29L2-L 2072
GR TR 123
L=L 24 CMDEPENRER-HDER /2
123 BY{Xh=RiL)
DO 130 IStk
Li=I8aYELL}
IFCLI-L231275128.128
127 IEH & RENEE £ M S I
G0 TR 129
i2g SCIREL A M & 108 St 8 B
12¢% HM=Mi+1
134 RE{MMI=RILY
120 FORMATIIOFIZ &0
MM =Mpt
140 COMTINUE
154 FORMAT (/7 LOF12. 612
ISAVE (K41 r=h0ER
RETURN
END

P
)

SURROQUTINE MULTRIM s RARSTRa RaRX R IBAVE v Ba BB T1ANSY
RIMEMSION ¥RARI1IQTRILIRKLISRY (1Y RO1Y IRAVE (105
TRO1TSSRIT YA TOL s ANE(LE

M=+t

RETA WEIGHTS

DO 100 =1l

Ridy=0,0

oo 110 d=1s:K

Liskesl.t-11

RE 110 I=iai

L=Li4]

ROSY=ROL4RY LT IRRE(LY

AM=0 .0




o e

3 ek ey
[
k3

BO=0,0
L1=ISAVE (MM}

COEFFICIENTS OF RETERMIMATION

D 120 I=tsk

RH=RMIR(IYERY (T

REGRESSTIAN COEFFICIENTS
L=1SAYE(D}
ROIM=RITIVA(STROLLY/STRILY Y
INTERCEFT

BO=RO+R(IVHXRARIL)

BO=YRAR(L1Y-BO

SUM OF SQUARES ATTRIBUTABLE T2 REGRESSION
SRAR=RMERILT )

KULTIPLE CORRELATION COEFFICIEMT
RH=SART(ARS(RN) 1

SUM OF SOUARES OF REVIATIONS FROK REGRESSION
SSRR=N{L1}-S8AR

YARIANCE OF ESSTIMATE

FN=N-K-1

SY=SERR/EN

STAMRARR DEVIATIONS OF REGRESSION CREFFICIENTS
DR 130 t=1sk

Li=Ka{ =114

L=ISAVE( 13

SR{I=SORT(ARS! (RYILLY/DIL) TS
COMPUTER T-YALUES '
TCAr=REL /SRS

STANRARR ERROR OF ESTIMATE
SY=CRRTIARS(SY )

Fuatue

F=K

SEARK=SSAR/FK

SEDRK=SSDREN

F=CSARM/SSRRN

ANS(11=R0

ANB(2 Y =RM

ANS(Tregy

ANC{47=884R

ANR/SYaFE

ANS L&) =SSARM

ANS(71=88DR

ANS(R)=FN

ANS (9 ) =Q8NEM

ANS(10)=F

RETURN

EXD
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APPENDIX II

INPUT

TEST

UNIT HYDROGRAPH PARAMETERS WITH CATCHMENT CHARACTERSTICS

225135

&

Ovd 11450 0,79

1.2

1.7
Aull 4,0

2900

®.8

1.8

TG A1 2%.0 20,1

731.0 92,3 43,1 21.4

483,40 41.8 1

7]
e
(o
<

75
L
o
ar]

r-

ua
e
<=
-r
[

8.4 14,4

459,40 I3.1

w17

"
’I.

2390

3!4

b K |
LER & 4

7.0

&0,0 15,3

1.8 11.85

364.,0 35,2 12,9 14.4
3410 45.40 2

g ger

WD

189,.0 0,58
Sl AR

e 11,2 14,1

o 24,1
208,40 25.0 4.8 14,8

184,.0 29.0 15,2
129,40 22.0 8.
137.0 19,4

r-
[

¢
3

£
ol

<=
<5

o

e

1l

13

A8 190.0 2.4

et
241

el 11,3

RER 4

271

T51.0 0,480

129.80 0,

Lol

4

LR

4

vvﬁ

T

B8

A3 0

L
A\ R A F]

LI

8.1

.R':!
v 29

o
-

']

1

780

A1

e

B.4 9.4

4

ar]

*

]

120.0 18,2 10.0 1

2l

A

| & |

&8 4

I.5

't

#1)

1

[Te]

ez
<3
o

87.0 31.7

3.1
S

O 180 10,0

&0 17,7

&3

&40 1,01

{19

1.8 1.4

1.4

L0, 8

8.1

Q3 a0 Léf_’-
49,0 1.04

0.
0.8

0.9

+&

1

7144

.4

T
(R

i
1.3 0.7

42»% 14r?
33,0 14,1

G5.8

-
<>
4
<
)
1

&
L)

Qoos0til

00116113

I1-1/1



APPENDIX TIII

TEST OUTPUT

UNIT HYRRQGRAPH PARAMETERS WITH CATCHHENT CHARACTERSTICS

MU TIPLE REGRESSIOM., v\,

SELECTION. vvvwe 8

UARTARLE  MEAM  STAMDARDR  CORRELATION REGRESSIOM STR, FERAR  COWPUTED
HQ. REVIATION ¥ ouR ¥ COEFEIENT QF RER,ONEE. T YA
12 5,234 1,208 0.854 0,453 0. 041 7,287 |
REPENRENT
& 1.314 0 A2%
0
INTERCEPT -1, 05449
MU TIFLE CORRELATION 0L 88580
TR, ERRQR OF ESTIMATE 0. 3IS0T
0 AMALYRTS OF VARIANOE FOR REGRESSION
SQURCE OF YaRIATION REGREES SuM nF MEAN £ ouatug
OF FREETOM SRUARES SRUARES
ATTRIRUTARLE TR REGRESSIONM 1 &.282 &, 282 54, 443
RESTATION FEOM SEGRENETINN 20 2000 0. 11S
TRTAL 21 2,582
"W' ?IPLE FLL‘PE‘FEIQH!- PEE R
SELECTION. e vees 2
UARIARLE  MEAM  STANDARD  CORRELATION SEQRESSION STR, ERROE  COMPUTFR
MR, NEYTAT I PARTE ¢ COEFFIENT OF RER,COEF, T 4 hiv&
& 1.314 o828 L A = B37 0,08 S it o
REPEMDENT -
13 -0, 431 0,570
0
IMTERCEFRT 0 &E922

MULTIPLE CORRELATION 1. RI828

STR. ERROR OF ESTIMATE

A
00, 20222

A ANALYRIR OF UARIANCE FOR REGRESSIOH
SQURCE OF YARIATION REGREES B OF HEAM YalUE
QF FREERO SQUARER SQUARESR
ATTRIBUTARLE TR REGRESSION 1 o018 o018 147,118
REYTATION FROM REGRERRION 20 0,818 feet241

LIE~=170



TaTAL
MU TIPLE REGRESRIOM. v vy v e

brJ
7
D
-

o
£
da

SELECTION. cveer 2

YARIARLE HEAN STANDARDR  CORRELATION DUPUTEDR
HR. RELEATION nuRy NEFFIES T watus
i -.431 L BT A =1.632 =37 +977
DEFENDENT
g 1.282 4,898
G
INTERCERT L.84727
RULTIPLE CORRELATION o F70a1
STR. ERROR OF ESTIHATE L. 147340
Al ANALYRIAG 0IF YARIAMOCE FOR REGRESSIONM

SQURCE QF UARIATIOH REGREES S OF oot UE
QF FREEDROM SQtRRER
ATTRIRBUTARLE TR REGRESSION 1 & TER J22.881
REYTATION FROM REGREGSION 20 AR TR
TRTAL 21 Fpadd
ML TIPLE REGRESRIDM . . vy v
GELECTIOM e vvre 4
UARIARLE HEAM STANDARD CORRELATION REGRESRIQN S1H, ERROR LCOMPUTEDR
MQ. RELTAT TN ya ol g CREFFIENT OF RER.COEF . T Ul
1 -7, 431 G 870 -5 908 -4 e a2 e 76 —-14 GOR
REFPENDENT
7y . 733 £, &%
o

INTERCEPT 0,29377

BULTIPLE CORRELATION 0 REEAT

STR. ERRQR OF EGTIMATE O 10380
o aMal YIS NF UARTANDE FNR RERRESCINNM
SQURTE OF YaRIATION DEGREESR il OF oAby
OF FREERON  SQUARES
ATTRIBUTARLE 70 REGREGEIOH 14 Fa8 LA
REVIATION FROM REGREGHIOH 20 e h7E

ITTI-2/3




TRTAL 21 7.784
ML TIPLE REGRESSIOM: rvrww
SELECTICH . vsevee S
CUARIARLE MEAN STANDARD CORRELATION REGRESSION STR,. ERROR COMPUIER
MQ. DEUTIATION U8y COEFFIENT OF REQ.COEF,. T UALUE
13 -0, 421 D, G704 -0, 908 -1,:078 0,072 =15, 002
REPENRENT
i
IMTERCERT -0, 04737
ML TIPLE CORRELATION 0.95822
2TR, ERROR OF ESTIMATE f,18783
4] ANALYRIR 0OF UARIANCE FOR REGRESSIOM
SQURCE OF YaRIATION REGREER St OF BEAM Foupst e
OF FREEROM SRUARES SQUARES
ATTRIRUTARLE TQ REGREGSEIDN i 7040 7940 22000
REVTIATION FROM REGRESSION 20 0,708 O.0I8
TRTAL 7 B &48
ML TIPLE REGRESSION. (v v
BELECTION s rrevs &
HARTARLE HEAN STANDARDR CORRELATION REGRESSION BTR. ERRORE CRHPUTER
N REVIATION ¥ UR Y CREFFIENT OF RERODEF, T dptue
13 AT S L ST -39 =fe O3 0081 -11.381
REPEMDENT
1t 0,097 4858
4]
INTERCERT -, 54284
MULTIPLE CORRELATION 023073
aTR. ERROR OF ESTIMATE 0, 2377&
4 ANALYRIR 1IF UARIANCE FOR REGRECRIOHM
SRURCE OF YaRIATION QEGREES St OF i@ KEAN FUALUE
QF FRFEDOM SRUARES SRUARER
ATTRIRUTARLE TO REGREESIOH 1 Tt 7,322 129 . 2%8
REYIATION FROM REGREGRINNY 20 1.131 Q.087
TOTAL 21 8. 454
ITI=3/3
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