NATIONAL INSTITUTE OF HYDROLOGY, ROORKEE
WORKSHOP ON
FLOOD FREQUENCY ANALYSIS

LECTURE-5

METHODS OF PARAMETER ESTIMATION

OBJECTIVES

This lecture presents the theoretical basis of techniques for estimating the parameters of
the probability distribution using the available sample data. The limitations of some techniques
based on theoretical consideration and overcoming of these limitations by other techniques have
been indicated with reference to normal, log normal, Gumbel EV type-l, and Pearson and log
Pearson type Il distributions.

51 INTRODUCTION

This lecture deals with the statistical methods, in general use, for estimating the parameters
of the distribution when streamflow records are available at a site under consideration. These
methods will be discussed with reference to the annual maximum series throughout because this
series is most often used in practice. Normal, log normal, Pearson type-1l1, log Pearson type-Ill
and Gumbel EV type-| distributions are considered here for parameter estimation purposes. Since
no deductive method exists for deciding on the form of a distribution the data would follow, the
suitability of each possible candidate distribution must be examined. Each distribution is consi-
dered in turn to be the correct distribution and some numerical index is calculated expressing the
agreement or lack of fit between the assumption and the information about the distribution
contained in flow records. In this case the information in the flow record is that contained in the
appropriate series above. First the parameters of the distribution must be estimated from the
data. A numerical measure of the difference between the two distributions, fitted theoretical and
observed, should be used to make a decision between different forms of distributions. Thus in
choosing between the different forms of distribution at a given site of river having historical data,

there are two steps :
1. estimation of parameters, and
2. calculation of the numerical measure of agreement
Only step 1 is covered here.
There are four well known parameters estimation techniques, viz.,
1. Graphical
2. Least squares
3. Method of moments and
4. Method of maximum likelihood.




The four methods have been listed in ascending order of efficiency. The first two methods are
discussed here only briefly as the graphical method has been discussed in an earlier lecture and the
least square method has been found less usefull in practice due to its dependence on plotting
position formula and for giving equal weight to the errors of data. More emphasis would be given
for the other two methods as they are entirely objective.

52 GRAPHICAL ESTIMATION

In graphical estimation, as discussed earlier, the variate under consideration is regarded as a
function of a standardised or reduced variate of a known distribution. The sample data is plotted
as a series of N discrete points on an ordinary graph paper with abscissa being the reduced
variate of the probability distribution under consideration and the ordinate being the variate. The
variates are plotted against the corresponding probability or reduced variate or return period
determined using the appropriate plotting position formula. The suitable plotting position formulae
were discussed earlier. The plotted points on the graph paper represent the sample distribution
and a line drawn through these is considered as an estimate of the population relation. Then
this straight line is projected to arrive at the flood magnitudes of desired return period.

In graphical estimation the line is subjectively placed and could vary with analyst. This
subjectivity is regarded as a major drawback by hydrologists.

53 LEAST SQUARES ESTIMATION

In the least squares estimation technique a simple linear regression equation is fitted between
the variate under consideration and the corresponding frequency factor K. The form of Chow's
general equation is used as the linear regression equation and it is written as :

Xi=a + bk +¢ (5.1)

in which,

a and b are the intercept and slope of the linear regression equation.

X; = the i variate.
K; = the frequency factor corresponding to the i’ variate.
€; = error term with mean = 0 and standard deviation o€
It is not correct to interpret a and b as mean and standard deviation of the X; series as these para-

meters are estimated in the least squares sense and as such they can never become equal to mean
and standard deviation of the sample data

This method has not been accepted as a standard method in practice as it involves the use af
plotting position formula to determine the frequency factor K; and due to the assumption that the
error variance ¢2¢ remain same for all observations. The defect due to the former assumption
could be eliminated by using the appropriate plotting positions discussed in an earlier lecture.
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However the later assumption makes the method more, defective as the higher events recorded
have more error variance than the recorded lower events. All these assumptions affect the correct
parameter estimation of a and b.

As method of moments and method of maximum likelihood are objective methods of determin-
ing parameters they would be dealt in detail for normal, log normal, Gumbel EV type-|, Pearson
Type 11l and log Pearson type Il distributions.

54 METHOD OF MOMENTS

The method of moments makes use of the fact that if all the moments of a distribution are
known then everything about the distribution is known. For all the distributions in common usage,
four moments or fewer are sufficient to specify all the moments. For instance, two moments, the
first together with any moment of even order are sufficient to specify all the moments of the normal
distribution and therefore the entire distribution. Similarly, in the Gumbel EV type-l distribution,
the first two moments are sufficient to specify all the moments and hence the distribution. For
Pearson type |11 distribution three moments, always taken as the first three are required to specify
all the moments. In these cases the number of moments needed to specify all the moments and
hence the distribution equals the number of parameters.

The method of moments estimation is dependent on the assumption that the distribution of
variate values in the sample is representative of the population distribution. Therefore, a represen-
tation of the former provides an estimate of the later. Given that the form of the distribution is
known or assumed, the distribution which the sample follows is specified by its first two or three
moments calculated from the data.

Having estimated the mean and standard deviation for two parameter distributions, the magni-
tude of the required return period flood is computed using Chow's general frequency equation as :

Xt =u+ Kro (5.2)

in which,

Xt = the magnitude of flood at required return period T

K+ = the frequency factor corresponding to T.

u and ¢ = mean and standard deviation of the population which would be replaced by the
sample statistics.

541 Normal Distribution

The parameters of the normal distribution, which describe the characteristics of the given
data set consisting of N values, are computed as :

B =

I

N
3 X (5.3)

1
N
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1 N
0% = S%? = __ 5 (x—X)? (5.4)
Wi
g N 3
c=$ =[ s (x—n)¢ ] (5.5)
i Ni=1

If the sample size is small, then eq. 5.4 is modified as :

N

otesi= e 3 (o) (5.6)

5.4.2 LogNormal Distribution
Conventional approach :

In the conventional approach the variates are transformed to the log domain by taking log
of each variate, and then the mean and standard deviation of the transformed variates are
computed as given by eqs. 5.3 and 5.5.

Eqg. 5.2 is employed to compute the flood at required interval with K being the standard

normal deviate. Then the computed magnitude of flood in log domain is transformed to the
original domain.

Chow’s approach :

Chow (1964) theoretically related the mean and standard deviation of the given series
with the mean and standard deviation of the log transformed series and thus enabling to find the
expression for the frequency factor K of log domain in terms of orginal domain statistics. Using
this K, the flood of required magnitude is computed from eq. 5.2. Note that Chow s approach does
not require the transformation of the original series to log domain in order to transform the series
to log normal distribution. In this approach the original series characteristics are not distorted in
the log domain.

Chow-s relationships needed for the computation of frequency factor are given below :

5.7
o =p(e 0, ./ 1) (5.7)

e

g, K—g 22
v et -1 (5.8)
(%" — 1y

in which

& = the population mean of the flood series

o0 = the population standard deviation of the flood series.
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y = the log transformed series
K, = the standard normal deviate
K — the frequency factor for the log normal distribution.
g, = the population standard deviation of the y seties.
To compute flood magnitude of required return period using log normal distribution, the

population mean and standard deviation of eq. 5.2 are replaced by the sample statistics, and the
frequency factor K is computed using eq. 5.8.

543 Gumbel’'s Extreme Value Type-| Distribution

The form of the probability density function and the distribution function of this distribution
are given as :

—(x—u)/a
Sl ;_ o—(x—u)ja—e / (5.9)
oY
Bl —a (510)
in which,
= (x—u)/e , and

u and a are the parameters of the distribution. The parameter estimation by method of moments,
of this distribution, has been presented indirectly in the lecture on ‘Frequency analysis by graphical
techniques’. For the sake of clarity, the relationship between the distribution parameters and the

statistical moments of the data are reproduced here :

#=u -+ 05772 a (5.11)
m
S 512
g a ‘\/6 ( }
Solving eqs. 5.11 and 5.12, for u and a, we get
a = 0.7797/a (5.13)
u=p—0450 (5.14)

The population statistics # and o would be replaced by the sample statistics while ¢émputing u and
a from a given set of data. The frequency factor K required to be used in eq. 5.2 is given as :

K = — [0.45 + 0.7797 In —in (1—1/T)] (5.15)

(L-5/5)




5.4.4 Pearson Type-lli Distribution

The probability density function and distribution function are respectively :

—(x — x,)/B (5.16)
Ly =ean
f(x):-(—"—\/@_—
B |y
Y1
)= (x_yxf)— o el (5.17)
X s

in which X, ¥ and B are the distribution parameters and the notation ‘| stands for gamma
function.

The reduced variate is given as

Y= (x— x,)/8 (5.18)

Substituting the probability density function of the Pearson type IlI distribution into the
general equation for moments about the origin yields

r (x— xo)y
B [y

=

.“
I
O&-g

e (5.19)

Substituting eq. 5.18 in eq. 5.19 yields

] R
v — =1 (BY + %) v =Yy (5.20)
|Y o
which can be evaluated by noting that
(= =]
g yy_"I ¢ Ydy = |y, the gamma function. (5:21)
As an example, for r = 1, the first moment about the origin, #'; is given by
i 1 Lo
e £ -1 - 5.22
Tl ) e e (e
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(5.23)

For r = 2

who = BN (Y +1) 267 X5 T Xgt (5.24)
and since

o = ply — p?, (5.25)

the second central moment is given by

s = 2= A%y (5.26)
Similarly higher order central moments can be calculated as :
gt == 2 B:i‘Y (527)

The coefficient of skewness is computed as :

:u':a I 2
T L
Ho

g e

From eqs. 5.23, 5.26 and 5.28 one can solve for x,, B and ¥ and they are given as :

Yy = 4/g? (5.29)
g
=i (5.30)
Xo= & — 20/g (5.31)

Substituting these relationships in eq. 5.18 and solving for x gives :
x =+ 0 (—2/g +9y/2) (6.32)
Therefore the frequency factor K is given as :
= —2/g + gy/2 (5.33)

The K values are listed in APPENDIX—IV for agiveng and for various probabilities of
exceedances. Use of eq. 5.2 is made to compute floods at required return period.
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5.4.5 Log Pearson Type-lll Distribution

The parameters relationships for log Pearson type-111 distribution are same as that of Pearson
type-111 distribution except that the sample statistics are computed from the log transformed flood
series. The US Water Resources Council has recommended its use for federal agencies design
flood estimation works based on frequency analysis.

55 METHOD OF MAXIMUM LIKELIHOOD (M.M.L.)

The principle of maximum likelihood states that for a distribution with probability density
function p (x; a, B, ...) where a, B, ... are the distribution parameters to be estimated, the proba-
bility of obtaining a given value of x; is proportional to p (x; @, B, ...) and the joint probability,
L, of obtaining a sample of N values x,, X, ... X, is proportional to the product.

DB ) (5.34)
i=1

This is called the likelihood. The method of maximum likelihood is to estimate a, 8, ...... such
that L is maximised. This is obtained by partially differentiating L with respect to each of the
parameters and equating to zero. Frequently In (L) is used instead of L to simplify computations.

In this lecture we deal only with the parameter estimation of normal and Gumbel’'s EV type-I
distribution by MML procedure. The estimation of parameters of Pearson type-lll or log Pearson
type-111 by MML is far from easy. Therefore only the method of moments is adopted for estimating

the parameters of this distribution.
5.5.1 Normal Distribution

The probability density of normal distribution is written with parameters 4 and o as :

b (x) = Tri/12_-ir" sl T (5.35)

so that likelihood function is expressed as :
N

g AN S le—p) et
L_(g\/z_w) B (5.36)

Taking logarithms

N
3 (x—)?

N N f=
In L =5In27)— - Ino* — (77,3,A_. ) (5.37)




Differentiating with respect to the parameters # and ¢* and equating to zero

N
) 21(Xf—.“)
gulniBy = ) 5.38
L = =0 (5.38)
so that
N N
5 x,= s5p=0 (5.39)
=1 i=1
but
N
s p=Np (5.40)
i=1
so that
1 N :
et {5.41)
N =1
Also
N
3 (x—u)?
2 (In L) N i=1
e e s e (B:62)
so that
N
2t
h Ii‘Ng (5.43)

(i.e.) parameters  and ¢ are the mean and standard deviation of the distribution. Note that
variance corresponds to that of population and so for small sample data it is a biased estimate.

5.5.2 Gumbel’'s EV Type-I Distribution

The maximum likelihood solution of Gumbel’'s EV type-l distribution was first proposed by
Kimball (1946) but was not practical until the advent of computers.

The maximum likelihood method of estimating the parameters of EV-1 distribution described
by the probability density function given in eq. 5.9, is based on the concept that the probability
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of N individual maximum events X;, Xa...... X, actually being observed as N annual peaks should

be a maximum. The likelihood function is written as :

N

L =ipi(x)} P (Xa):=: D {Xn) = w1p (x:)
==

N
7 b (x) =(1fa) Ve
i=1

N N
— 1/ 3 (x—u) — =
i=1 j=

-

(5.44)

(5.45)

The method of maximum likelihood then takes the logarithm of eq. 5.45, partially differentiates with

respect to @ and u and equates to zero :

N
In L= NiIn(1/2) — (1/a) :s:ll(x,--;u) s
i= i

e—(xf“U)fa
1

18

Let 1/a = a’

Therefore eq. 5.46 gets modified as :

s . ,N N —at(X — u)
InL =Nlna'—a's {(xx—Uu)—3e
=1 i=
N N
2 (InL) N 4
—— =— — I (x—u)+ 3 (x;—u)e
o 2 =1 i=1
N ;
a(ln L) =Nai___ a’ 2 e"’fﬂ (X,'—— U)
os i=1

Setting eq. 5.50 equal to zero

N :
s ol exi—u). N
i=1
so that
=
or

N .
u=1a'ln (N/3 e % X
i=1
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(5.46)

(5.47)

(5.48)

(5.49)

(5.50)

(5.51)

(5.52)

(6.53)



If the arithmetic mean of the series Xj, Xi...... x, is denoted by &, then eq. 5,49 can be written as :

.. N :
L B . g e B e ) FEk (5.54)
gid a i=1
Substituting for ea‘u trom eq. 5.562
N 5
N 3 (x—u) e St
2 (In L) N S T
= = = N (a) (6.85)
oa a L\‘]e+a %
=
Equating this to zero and simplifying :
N : N ’
Fle) s e S B ) = R0 (5.56)
=1 f==1

Eq. 5.56 can not be solved for a' explicitly and so the Taylor series expansion has been used by
Panchang and Agarwal (1962). Writing

Flaj, ) =Fla) +h) (5.57)

where, h; is the increment in a at j* iteration :

Flefaed  —Fle)+ iy P (5.58)

where F’ (aj') is the first order derivative of F (') with the respect to a’:

s > 2 —a'X Ly iy —a'X;
Fla)y=—3 & e 2% + (p—1/x) 3 xi e
i=1 1)
el N e Xi (5.59)
(e e

and cxj and o i1 are successive approximations to z’. The procedure adopted by Panchang and

Aggarwal is to estimate aj' from the method of moments. By evaluating F (aj‘) and F'(e;") from
equations 5.56 and 5.59 then :
h, =— F (%) F (%) (&0

and, ' = &; + h; (5.61)
i+

This procedure is repeated until sufficiently small value of F (ocj‘) is obtained and then u can be

obtained from eq. 5.53. In most cases only 3 or 4 steps will be required.
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5.6 GENERAL COMMENTS ON THE MM AND MML ESTIMATES

The method of moments and the method of maximum likelihood do not always produce the
same estimates for the parameters. The accuracy of the method of moments is severely affected
if the data contains errors in the tails of the distribution where the moment arms are long. This
is especially troublesome with highly skewed distributions.

Maximum likelihood estimators are sufficient and consistent. An estimator g is said to be a
sufficient estimator for g if g uses all the information relevent to 6 that is contained in the sample.
An estimator g of a parameter ¢ is said to be consistent if the probability that ¢ differs from ¢ by
more than an arbitrary constant € approaches zero as the sample size approaches infinity. If an
efficient estimator exists, maximum likelihood estimators, adjusted for bias. will be efficient. In
view of the properties of the maximum likelihood estimators this method is generally preferred
over the method of moments.
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