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ABSTRACT 

With the advent of high speed computers, the model 

studies for the analysis of complex groundwater flow probl-

ems, have become a common practice. For carrying out such 

model studies, the spacial and temporal variation of water 

table levels and aquifer parameters, in a systematic patte- 

rn of space coordinate is imperative as an input.  to the mo-

del which are amenable to numerical differentiation. But 

the water table elevationsand aquifer parametersare measured 

only at few points in space, where an observation well is 

located. Thus the available historical record of water-table 

and aquifer parameters are point values from which the spat- 

ial distribution in a systematic pattern is required to be 

assessed. Using the spatial variation of these values the 

interpolation of water-table levels at nodal points and 

average aquifer parameters values for a finite difference 

grid is to be assessed for conducting model studies. 

This report deals with such interpolation of water 

table levels at nodal points, using least square technique 

to fit a trendsurface or regression on surface coordinates 

approximating the water table levels. For such surface fitt-

ing of appropriate degree, computer program has been devel-

oped and a simple test problem was solved. 

11 



1.0 INTRODUCTION 

The development of irrigation facilities both by 

surface and subsurface water and construction of major water 

projects have affected groundwater regime. The excessive 

rise in groundwater table may have detrimental effects not 

only to such irrigation projects but may even endanger the 

existence of the civilization. Hence, it is necessary to 

have optimal planning of Water Resources in order to 

maintain the watertable within permissible limits even under 

critical circumstances. For complex groundwater systems, 

numerical models are being employed with the.  advent of fast 

computers. The aquifer response model enables quantitative 

determination of the pumping or artificial recharge required 

to maintain a predicted water table elevation. The spacial 

and temporal distribution of piezometric levels can be 

obtained using a spacially distributed models, but, their 

applicability to physical problems is subjected to problem 

of extensive data requirement. The primary requirement of 

data for such models is the watertable level at each nodel 

points offinite-difference/finite element grid into which 

space discretization is made. To be more general, for 

carrying out such model studies of groundwater system the 

spacial and temperal variation of water-table levels and 

the aquifer parameters, for a systematic pattern of space 

coordinates (grid system) is imperative. But normally, the 

water-table levels and aquifer parameters are measured only 
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at few points in space, where an observation well is situa-

ted or test pumping has been done. Thus, the interpolation 

of these values is necessary at nodal points of a finite-

defference/finite element grid to assign initial condition 

and for subsequent validation in model studies. Interpolat-

ion is only tool available because it is not feasible to 

carry out test pumping and to measure water table elevation 

at each nodal points or at locations large enough in number 

to get a batter spacial distribution of these values, due 

to engineering and economic reasons. 

This reports deals with such an interpolation pro- 

gramme for development of water table levels. This is ach-

ieved by fitting a trend-surface on space coordinates 

approximating to the water table level, using least square 

approach. 
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2.0 REVIEW 

The awareness of conservation and protection of 

natural resourcess has increased because of their limited 

availability which led to their optimal utilization. This, 

in turn, has demanded for their proper assessment and mana-

gement which require sophisticated model; so that reliable 

predications can be made of present and future nature/man 

made impacts on the system. In general, the parameters of 

water resources systems(e.g.,an underground aquifer)are not 

directly measurable. Also, because of engineering and eco- 

nomic reasons it may not be feasible to measure directly 

all the system state variables. Under such circumstances, 

it is necessary to treat the problem as being one of the 

distributed parameter identificatioin problems. A consider-

able amount of research has been conducted dealing with 

parameter identification of ground water aquifer models, 

which states two main approaches of parameter-estimation, 

viz., direct approch and optimization approach. The direct 

approach ereats the parameter as dependent variable in for-

mal boundary value problem. Sagar et al.(25) proposed a 

method that approximates the dependent variable from measur-

ed sample by means of various interpolation algorithms. 

Fritch and Finder [21] used the uniqueness of the problem 

by prescribing the flow at every streamline. Nelson [19] 

used the energy dissipation method to calculate the unknown 

properties of the field, assuming known boundary conditions 

and avilable flow data. 
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Apart from the above investigators,others who con- 

sidered the problem from direct method point of view are 

stallman [29], Sammel [26], Neuman [20], Emseller and De- 

Marsilly [11], Yeh et al.,[30] and others. 

The indirect method which seems to be the most popular 

approach amongst the researchers of this area because of far 

less dependence on the necessary experimental data. The 

,indirect method sets up the problem as minimization of a 

prescribed performance index, which is basically a measure 

of the difference between the observed output and the model 

output. This method is known as response error method in 

system engineering. To formulate the problem in indirect 

way , various investigators have employed various means,e.g, 

Slater and Durrer [28] presented a method based on least 

square technique and linear programming. Chang and Yeh [4] 

solved the problem using quadratic programming. 

The solution of the problem of groundwater paramet-

er identification is based on hydraulic head data. But due 

to the limitations of measurement techniques, the data us- 

ually contain noise that is not necessarily uncorrelated. 

/t is obvious that the results of identification methods 

are very sensitive to measurement errors in data. Sadeghip: 

OUT and Yeh [24] studied the ordinary least square technique 

and generalised least square technique especially designe 

to reduce the effect of correlated errors and concluded that 

the results of numerical experiment suggest that generalised 

4 



least square technique offers a promising approach in effe-

ciently improving the reliability of the estimated parameters. 

The functional approximation for spacial variation 

of peizometric head consists of approximating the true func-

tional relation over space coordinates for peizometric head. 

This functional relation may either be 'exact', i.e., no res-

idue at the observation points or the least square type, Ral-

ston [22]. Sagar et al. [25] used the spline function appro-

ximation which involves passing piecewise continuous polyno-

mial functions through the known functional values at the 

observation points alongwith the compatibility condition at 

the interface of the adjacent polynomials. This method is 

numerically equivalent to fitting by french curves. 

Kashyap and Chandra [15] have proposed a numerical 

scheme for quantitative estimation of parameters related to 

geohydrological and hydrological characteristics of ground- 

water aquifer, employing historic data of hydraulic head, 

rainfall,pumpage, etc. Their scheme is based upon the cons-

trained minimization of sum of squares of residues in Bouss-

inesq equation. The derivatives of hydraulic head were esti-

mated by the least square polynomial approximation. 

Mohan Rao [18] critically compared the methods of 

interpolation of groundwater table as applied to a sub-basin 

ofpgra District (India). From the critical review of the 

past studies on surface fitting, it is observed that only 

space coordinates are considered as independent variables 
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upon which the water table level was assumed to depend and 

in order to use higher degree polynomial, higher order product 

of space coordinate are also considered as independent vari-

ables, the reasonability of which is to be verified. 
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3.0 PROBLEM DEFINITION 

The present problem is to fit a trend surface thro-

ugh the observed values of water-table level at definite 

points, the space coordinates of which with reference to any 

origine are known. It is also proposed to examine the vali-

dity of taking higher order products of space coordinate as 

independents variables for water-table level as dependent 

variable. 
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4.0 METHODOLOGIES 

4.1 General 

The surface fitting for groundwater problems 

requires to fit a smooth surface through the obser- 

ved hydraulic head at fixed points in space. The 

interpolation of the hydraulic head values at inter- 

mediate points can be obtained by graphical method 

of drawing watertable contours. This method is es-

pecially subjective if the observation points are 

sparsely distributed.The numerical method'of inter-

polation normally consists of exact functional 

approximation, e.g., Lograngian interpolation or 

spline function etc. In these methods a contineous 

piece of polynomial surface is fitted exactly thr-

ough the observed head values. The above type of 

functional approximation exhibit artifical undula- 

tions because of the inherrent observational errors 

in the observed data and also the differentiation 

of these function may cause serious'noise'problems. 

The smooth surface can be obtained by least square 

approximation which makes the use of Weirstrass 

theorem. 

4.2 Exact Fit 

The functional approximation of hydraulic head 

values may be represented by 

h.. ft = ,Y.) ...(1) 
lj j i 1 
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Where 

A 
h. . is true value of hydraulic head at ith  13 

. (x '. y.) is the coordinate of I 
th  station. 11 

But considering the fact that there exists always 

an observational error associated with each observ- 

ed hydraulic head value, the above relationship may 

be written as 

h. f (x.,y.) + e. 
ij j 1 ij 

Where 

is the observed hydraulic head value at hi]  

i
th th 
station and j time period 

e.. is the observation error assOciated with observed 
13 th 

head value at i station. 

SinCe there exists a large variation in head 

values at any station for different time steps, it 

is always better to assume separate functional re- 

lationsfordifferenttili Hence, 

for a particular time step, equation (2) may be 

written as 

h. = f(x.,y.) + e. 1 1 1 

Where 

e.are independent (uncorrelated) error random 
1 

variables mathematically, with zero means and 

th . station and j time period. 
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unknown variance a2 , mathematically, 

E(ei  ) = 0 and V(ei  ) = a2 

In case of exact fit the number of observation 

point is the same as the number of cofficient of 

the approximated function. Thus for each observa-

tion, an equation similar to (2) may be obtained 

and one has the number of unknown coefficients of 

approximated function equal to the number of simul-

taneous equations, the solution of which will yield 

the values of coefficients of the approximated 

function. This method suffers from a serious draw- 

back as the number of data points required is equal 

to the number of coefficients. Hence, the number 

of data points fix the degree of polynomial to be 

fitted. If data is avialable at large number of 

points, a higher degree polynomial should be adopt-

ed which lead to artificial undulations in surface 

violating the concept of smooth surface. Also,with 

larger number of data points, the number of simul-

taneous equations to be solved increases leading 

to more computer memory requirement. 

4.3 Least Square Method 

The method of least square makes the use of 

noisy functional values to generate smooth approxi-

mation to the functions, and then, these smooth 

approximations can be used to approximate the den-
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vative of function more exactly than the exact 

approximation. If m is the number of term in appro- 

ximating polynomial and n is the total number of 

data points then, for the least square method 

m+1<n and in this case smoothening of data is 

possible. If m+1 >n, we get an approximation the 

deviation of which from the true function is good 

but the derivatives will be much different from 

true function. 

The most obvious frequency distribution of re-

sidue [eiin eq.(3)], that one may assume is gauss-

ian since intutively one can say that rEsidue can 

take positive or negative yalue with equal probati-

lity and larger residue will be occuring less freq- 

uently and vise-versa. If this assumption rela- 

ting to the guassian distribution of residues holds 

good then, the minimization of the sum of squares 

of the residues yield most likelyhood estimate for 

the parameters. The influence of the finite size 

is much larger as compared to the number of para- 

meters to be estimated. Thus, this is a necessary 

requirement for assuming least square solution to 

be identical to the most likelyhood solution. 

For the third order surface polynomial, 

equation (3) may be extended as given below. 
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=  f(x.,y.) + e• - 1 I xi  +S 3yi  +5 4x1?+ 

2 
5xiY1 136Y 

0 2 + u
3 

9 1 1 10Yi 

3 2 + (37x + f3 8Xiyi  

+ e. ...(4) 

For any value of (x.,y
i 
 ), these are a distri- 

bution of h , whose mean is f(x.,y.) and whose 

variance is cr2  . The best estimates of unknown 

quantities 81'82  sio  are obtained by mini- 

mization of sum of squares of deviations (residues) 

with respect to 01, 82, 83  ko  and are denoted 

by b1,b2,b3  10. The sum of the square of 

residue is given by 

,2 
SSR = E [h. - f(x.,y.)] 

1=1 1  1 

Minimizing SSR, the partial derivatives of it 

with respect to b1  ,b2 b , where p is the total 

number of coefficient in the approximating surface 

polynomial, should be equated to zero, to yield the 

following set of simultaneous equation. 
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b1n 
2 3 b2  Exi - + b3  Ey + b5 

 Ex y.+ Ey.=Eh. i 1 i I 1 1 

2 3 2 3 blExi + b2Exi b3Ex1y1+ b4Exi + b5Exi
Yi+-41310Ex1Yi =Exihi 

blEyi  + 2 2 4 b2Exiyi+ b3Eyi + b 2 
y.+.. +b.y. 4Exv i-i+ b 5Ex i 1 10E 1 =ZYihi 

3 blEyi  + 3 4 23 4 6 b2Exiyi+ b3Eyi b4  Ex.y.+b Exiy. +...+b Ey. 5 10 1 
3 =Ev.h. 

J 1 1 

The above set of simultaneous equations may be repre-

sented in a matrix notation as given below. 

[E] [b] [H] ...(7) 

where 

•••••.. 

2 n E x.1 z yi Ex  1 
2 3 

Exi  E xi E xiyi Exi .... ....... 

3 

3 xiyi  

[E] = 2 
Ey. Exy. i . Ey. 1 1 1 

2 Z x.y.  
1 1 

4 
Yi 

3 3 4 23 6 Ey. Ex.y. Ey. 
1 Ex.y.  

1 1   Yi 

am. 

b1 
b2 

[hi= 

13 

.(6): 



E h. 

[H] = 

2 
Ex.y.h. 

1 1 ]   

3 Ey.h. 

The solution of the above equation(7) will yield the 

value of b.,b 1 2 b' 3 

 

b10. 

 

4.4 Statistical Analysis 

 

The statistical problems involved in the regression 

analysis are as given below. 

To obtain the best point and interval estimators of 

unknown regression parameter. 

To determine the adequacy of assumed model. 

To verify the set of relevant assumptions. 

The choice of the appropriate model is not a statisti-

cal one but rather, it should be derived from the underlying 

physical situation. 

4.4.1 Factors affecting statistical surface fitting. 

The following factors can adversely affect the trend 

surface analysis. The effect of these factors can range from 

a slight distortion of trend to total invalidation of the re-

sults 
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Adequate control must be present, i.e., the number of 

data points must exceed the number of coefficients in 

the polynomial equation otherwise the results of re-

gresion are invalid. 

In order to perform statistical tests to check the 

validity of the model, degree of freedom must be suffi-

ciently large. 

The number and spacing of control points has a direct 

influence on the size of local deviations that can be 

detected in trend surface fitting. 

To be more precise in explaining the points one and 

two above, it is obvious that the correlation will always in- 

crease with the addition of terms. When number of terms be-

comes equal to (n-1), the correlation equals 1.00, regardless 

of how widely the data points are scattered. 

4.4.2 Analysis of variance 

The significance of a regression may be tested by per- 

forming an analysis of variance. This is a process of separat- 

ing the total variation of a set of observation into components 

associated with defined source of variation,viz, due to regre- 

ssion and due to deviation from regression. The terms expressing the 

variation of dependent variable, hi  are being given below. 

a) Total sum of squares (SST  ) of h. 

SST  = E 
h.2  (1

E  h
=1  1)

2  

i=1 1 -( 

_ 
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Sum of square due to regression (SSR) of hi. 

n A - 2 
SSR 

(h.-h) 
i=1 1  

Sum of square due to deviation from regression 

(SSD
). 

SSD  = SST - SSR 

This is a measure of the failure of the least square 

line to fit the data point. This can also be defined as 

SSD  = i=1 

A 
(h. - h.)

2 

The goodness of fit to the points can be defined by 

SSR 
R
2  = SST 

1.0 (For good estimation of data) 

R = SSR/SST 
= Coefficient of correlation. 
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5.0 ANALYSIS 

A computer program was developed for fitting a sur-

face through the observed water-table level at fixed points 

the space coordinate of which are known. The surface poly-

nomial of varying degree were fitted through the observed 

points and the results were compared. The program consists 

of soloving equation (7) and formulation of the matrices in-

volved. Analysis of variance,correlation and different sta-

tistical tests, i.e., F-test and t-test have also been in-

corporated in the program accordingly. 

A sample problem was taken with ten points in space 

having known coordinates and water table levels which are 

given is table I. 

TABLE I 

OBSERVED WATER TABLE LEVELS 

Sl.No. Coordinates (in m) Observed water-table level 
(in m) 

 18298.73 22349.78 208.25 

 16970.59 21755.05 207.08 

 15716.32 19955.19 205.21 

 17708.45 20669.96 207.67 

 18781.80 20432.56 207.36 

 20559.29 20330.78 209.38 

 15863.89 18272.67 205.26 

 17976.69 17685.74 206.18 

 18050.57 13984.28 203.94 

 19922.03 20307.36 208.98 
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For the above problem surface was fitted for vary- 

ing degree of polynomial When the higher order products 

of x and y are considered as independent variables, it was 

observed from the correlation matrix that the higher order 

products are highly correlated among themselves. But for 

least square method the independent variable choosen should 

be truely independent and should not be correlated among 

themselves. Hence, ultimately it was found that only x and 

y can be taken as independent variable and not the higher order 

product of x and y . The comparison between the above two 

results were shown in table 2. Thus, taking only two inde-

pendent variable, i.e, x and y, the result; obtained are as given 

below. 

TABLE 2 

COMPARISON BETWEEN OBSERVED AND PREDICTED WATER TABLE LEVELS 

Sl.No. Observed Value 
(m) 

Computed value 
(m) 

 208.25 208.38 

 207.08 207.11 R = 0.98 

 205.21 205.33 F =98.23 

 206.67 207.01 

 207.36 207.84 Standard 

 209.38 209.12 Error 
 205.26 204.65 of 
 206.18 205.96 Estimate 
 203.94 204.28 

= 0.366 
 208.98 208.63 
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In order to have better results some other vari- 

ables should be taken as independent upon which watertable 

level is likely to depend, even taking x and y as indepen- 

dent variable, is not very much justified because in this 

way watertable level at any point is being assumed to depend 

only on space coordinates and all the other important vari-

ables are being neglected. 
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6.0 CONCLUSIONS 

The main conclusions drawn from the analysis of 

surface fitting are summerised below. 

The higher order product of space coordina-

tes should not be taken as independent variables 

but only space coordinates taken individually 

as independent variables may yield equally 

good results. 

In order to obtain better result, the other 

variables upon which watertable level is likely 

to depend, should be taken as independent vari-

ables in the solving problem of surface fitting. 
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