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ABSTRACT

The user's manual gives the details of a computer programme for best
fit distribution using normalization procedures and chi-square criterion. Various
normalization procedures which have been used in the programme are a. Inverse
Pearson type III transformation, 2. Log normal transformation based on theore-
tical relationshipsy 3. Log transformationy 4. Inverse log Pearson type lll trans-
formation and 5. Square root transformation. The best fit normalization procedure
corresponding to each season is chosen based on chi-square statistic. The
programme is capable of comparing any combination of above mentioned norma-
lization procedures. The same programme can be used for any type of seasonal
hydrologic data i.e. ‘daily, pentad, weekly, ten daily, monthly or annL.Jal. The
data should be continuous and observations across the years should be independent.

The computer programme is written in Fortran IV. The definitions of
the terminology related to normalization procedures and the chi-square statistic
have been given in the manual. The input data specifications and output descrip-
tion are explained. The user's manual also contains the test data and example

calculations.




1.0 INTRODUCTION

One of the major problems faced in hydrology is the estimation of design
flood from fairly short data. If the length of data is more say 1000 years then
the same data can be used to find out design flood but the length of data gene-
rally available is very less. So the sample data is used to fit frequency distri-
bution which in turn is used to extrapolate from recorded events to design
events either graphically or by estimating the parameters of frequency dist-
ribution.

Graphical method has the advantage of simplicity and visual presentation.
But the main disadvantage is that different engineers will fit different curves.

Hydrologic data in its original form are rarely normally distributed. Many
of the hydrologic data are positively skewed and so the application of normal
distribution to the original data is not appropriate. However, transformation
methods are availaoble to transform the data to normal distribution. Various
normalization procedures are available in practice. Many transformation procedures
require the use of computer as the transformation procedure involved is cumber-
some to apply with a calculator. Since the sample size of the hydrologic data
generally available is limited, it is desirable to transform the data to normality
using many transformation procedures and select the best fitting normalization
procedure based on some fitting cirterion.

Log normal transformation, inverse Pearson type III transformation, square
root transformation, inverse log Pearson type Il transformation and Box-Cox
(Power) transformation etc. are some of the commonly used transformations
for normalization.

Chi-square test, Kolmorov-Smirnov test and Cramer-Von Mises test are

some of the well known tests to judge the goodness of fit.




A computer programme developed by Dr M Krishnaswamy at I I T Kanpur

has been modified and improved after incorporating suitable changes.

1.1

Purpose and Capabilities of the Programme

The purpose of the programme is to find out best fitting distribution

after testing various normalization procedures on the basis of chi-square statistic

for different seasons/months of the year. The programme compares the following

normalization procedures:

(a)
(b)
(c)

(d)

(f)

(i)
(ii)
(iii)
(iv)
(v)

Normal distribution by method of moments

Inverse Pearson type Ill transformation

Log normal transformation (parameters are obtained on the basis of
theoretical relationships)

Log transformation(parameters are estimated by method of moments)
Inverse log Pearson type IIlI transformation

Square root transformation

The programme gives the following statistics for the desired transformations:
Mean of the transformed series

Standard deviation of the transformed series

Coefficient of skewness of the transformed series

Chi-square statistic for the transformation ‘

Number of degrees of freedom

The programme can be applied to data sets other than weekly/monthly/

seasonal time series.

The number of data points should not be more than 500. However, if

the number of data points is more, the dimension statements of the programme

can be changed accordingly.




1.2 Definitions of the Terminology Related to Topic and Components

Various transformations used for normalization in the programme are
described below:
(a) Normal distribution by method of moments:

The data as such is compared with the normal distribution.
(b) Inverse Pearson type Il transformation

The following equation is used to normalize the data:

c C
LS N JelllA 8 S ()
Y*((2(0)+1) _i)c+ 6
S
where:
X : Original series
u : Mean of the original series
g : Standard deviation of the original series

CS . Coefficient of skewness of the original series
Y : Pearson type Il transformed series

(c) Log normal distribution (parameters estimation on the basis of theoretical
relationships)
Parameters of the log transformed series are calculated on the basis

of following theoretical relationships:

U G5 loge (u x) - 055 loge ({GX /px )2 + 1) .(2)

o y = (loge ((Ox /UX)Z N 1))1/2 s 3)

where’
Moo Mean of the original series
o, : Standard deviation of the original series
i : Mean of log (base e) transformed series

oy : Standard deviation of log(base e) transformed series




The parameters so obtained are used for the calculation of chi-square
statistic.
(d) Log transformation
Y = log X o oo (%)
where.;

Y Log (base e) transformed series

.

X : Original series
(e)  Inverse log Pearson type III transformation

In inverse log Pearson type III transformation, log transformed series
is used instead of original series. Rest of the procedure for transformation
is similar to that for inverse Pearson type IIl transformation.
(f)  Square root transformation

In this procedure square root of the original series is used as transformed

series. The following equation is used.
¥ =iy 42 ()
where :
Y : Square root transformed series

X : Original series

1.3  Scope

The programme can be used to analyse any type of seasonal hydrologic
data i.e.daily, pentad, weekly, ten daily, monthly, annual, annual peaks etc.
The programme gives the statistical parameters e.g.mean, standard deviation,
coefficient of skewness, chi-square value and number of degrees of freedom

for different(desired) normalization procedures for various seasons of the year.

l.4 Hardware and Software Requirements
FORTRAN compiler and simple FORTRANInstructions are required to run

the programme.

i




2.0

(i)

SPECIFIC METHOD
Method of computation

Steps for the computation of chi-square statistic are given in the follow-

ing section.-

(a)

(b)
(c)

(d)

(e)
()
(g)

The probability limits for each class are calculated. Equal probability
is assigned to each class. The probability limit for the last class is 0.9999.
If the number of classes is six then probability limits for the classes

will be as given under:

Class Lower limit Upper limit
1 0.0 1/6

2 1/6 : 2/6

3 2/6 3/6.

4 3/6 4/6

5 4/6 5/6

6 5/l6 0.9999

Standard normal variates corresponding to class limits are calculated.
The theoretical frequency for each class is calculated. The theoretical
frequency of each class will be equal to the number of data points in
a particular season divided by the number of classes.

The programme sorts out the data for a particular season, e.g. in case
of weekly data, the programme will sort out the data for week one.
In case of monthly data, the programme will sort out the data for month
one.

The programme arranges the seasonal data in descending order.

Various transformations are tested on this arranged seasonal data.

For the first desired transformation, the programme calculates the mean,

standard deviation and coefficients of skewness using the following equations:



(h)

(i)

(ii)

N
M= 2 Xi m/N \0 ..(6)
m=1 :
) 2 1/2
7= (= (X.l m - H i) / N-1 sl 7)
m=1 2
o 3 3
C. = L (Xi W )" / (N-1) (N-2) o i ) ..o(8)
i m=1 z

where:

X. :  Transformed data for the ith season

4. * Mean of the transformed data

N : Total number of years in the record

0. ¢ Unbiased estimate of the standard deviation
C_ : Unbiased estimate of the skew coefficient

i ¢ Season number

m ¢ Year number

After computing statistical parameters of the arranged and transformed
seasonal data, the programme calculates the chi-square for the transfor-
mation.

Steps through g to h are repeated for other desired transformations.
The transformation giving the least chi-square value is the best normalizing
procedure for that season.

Steps through d to i are repeated for other seasons.

Test of goodness of fit

The chi-square test, devised by K Pearson, is used to compare various

transformations/normalization procedures. The chi-square statistic: is given

by:

K 2
wf =y o By wr(9)
=1 E
J

where ;

K . Number of classes




O. : Observed frequency in the jth class

E. : Expected frequency in the jth class "

The chi-square test prescribes the critical values ¥ chor a given significance
level and number of degrees of freedom so that for )(zgxzc, the null hypothesis
of a good fit is accepted and for x2> XZC the same hypothesis is rejected. Percen-
tile values ( x‘i\’) for the chi-square distribution withv degrees of freedom(shaded

area= o ) have been given in table 1.

(ii)  Selection of n umber of tlasses

The observed data can be classified into mutually exclusive and exhaustive
class intervals to test the goodness of fit of various transformations.

There is no specified rule for the number of classes to be adopted. If
too many classes are chosen, some of them would have few or no frequencies
and the resulting frequency distribution would be irregular. Similarly the observed
data would be very much compressed and the large number of proportion of
the frequencies will fall in one or two classes, resulting in the loss of information,
if the number of classes is too less.

The number of classes should not be less than 6 and more than 20, though
these rules do not have any theoretical basis. The number of classes should
be selected in such a way that theoretical frequency of each class is not less
than 5. The number of class intervals should be selected in such a way that
the main characteristic features of the observed distribution are emphasized

and chance variations are obscured.

(iv)  Number of degrees of freedom
The term degrees of freedom is defined as a comparison between the
data, independent of other comparisons in the analysis. Each observation in

a data of size n can be compared with(.n-1) other observations and hence there




are (n-1) degrees of freedom. The degrees of freedom is equal to (K-m-1).
Here K is the number of classes and m is the number of parameters. Since
various transformations are compared with normal distribution which is a two

parameter distribution, the number of degrees of freedom is always (K-3).

2.1  General Description/Programme Description

The computer programme for best fit distribution consists of one main
routine and ten subroutines. The subroutines have been described below:
(i) SUBROUTINE NDTRI (P,X,C, IER)

This purpose of this subroutine is to calculate standard normal variate

corresponding to a given probability. The calling arguments are:

P : Input probability
X : Output argument such that P=Y=the probability that the random
variable is less than or equal to 0.0
C : Output density function F(X)
IER = -1; if P is not in the interval between (0,1)
IER= 0; if there is no error
(i) SUBROUTINE MSS( X, AMEAN, STDEV, SKEW)
This subroutine calculates mean, standard deviation and coefficient of
skewness of the given series. Various calling arguments are:
X : Given series
AMEAN : Mean of the series
STDEV : Standard deviation of the series
SKEW : Coefficient of skewness of the series
(iii) SUBROUTINE CSS (X, AMEAN, STDEV, SKEW, THF, T)
This subroutine calculates chi-square value and degrees of freedom

for a transformation. Various calling arguments are:

X : Given series




(iv)

(v)

(vi)

are

(vii)

(viii)

AMEAN : Mean of the series, calculated from subroutine MSS

STDEV : Standard deviation of the series, calculated from the subrou-
tine [MSS

SKEW : Coefficient of skewness of the series calculated from
subroutine MSS

THF :  Theoretical frequency of each class

T : Standard normal variate

SUBROUTINE NORMAL (CX,L,THF,T,AMEAN,STDEV, SKEW)

This subroutine analyses the series for normal distribution . The calling argu-

ments are:

EX: Input series

L : Number of years

TR 3 Theoretical frequency
¥ : Standard normal variate

AMEAN : Mean of the transformed series

STDEV : Standard deviation of the transformed series

SKEW : Coefficient of skewness of the transformed series
SUBROUTINE PT3 (CX, L,THF,T,AMEAN,STDEV,SKEW)

This subroutine analyses inverse Pearson type Il transformation.
SUBROUTINE LNC(CX,L,THF,T,AMEAN,STDEV,SKEW)

This subroutine analyses log normal distribution for which parameters
calculated on the basis of theoretical relationships.

SUBROUTINE LN(CX,L,THF,T,AMEAN,STDEV,SKEW)

This subroutine analyses log transformation. The parameters are calculated
by method of moments.

SUBROUTINE LP3 (CX,L,THF,T,AMEAN,STDEV,SKEW)

This subroutine analyses inverse log Pearson type III transformation.



(ix) SUBROUTINE SQRTT (CX,L,THF,T,AMEAN,STDEV,SKEW)
This subroutine analyses square root transformation.
(x) SUBROUTINE SORTX(N,X)
This subroutine arranges the data in descending order.
The calling arguments are:
N : Total number of observations in the series
X : Series to be arranged in descending order
Note: Various calling arguments in subroutine PT3,LNC,LN, LP3,and SQRTT are
same.
2.2 Data Requirement

Continuous data of hydrologic variable is required.

2.3 . Analysis

Annual peak discharge (Gumecs) data of river Narmada at Mortakka has
been analysed.

The statistical parameters of original, log transformed (parameters esti-
mation by method of moments) and inverse log Pearson type Il transformed

series are given below:

(i) Original series:
Mean = 25935.750 Chi-square = 3.2500
Standard deviation = 11615.848 Number of degrees of freedom =3
Coefficient of skewness =  1.044

(i)  Log transformed series:

Mean = 10.072 Standard deviation = 0.433
Coefficient of skewness = 0.105 Chi-square = 0.2500
Number of degrees of freedo m = 3

(iii) ‘Inverse log Pearson type III transformed series:

10




Mean = 0.001
Standard deviation = 1.00
Coefficient of skewness = 0.030
Chi-square = 10.2500
Number of degrees of = 3
freedom

(Original series, log transformed series and inverse log Pearson type

Il transformed series have been chosen just to illustrate the calculations)

The chi-square values for normal distribution, Pearson type III distribution,
log normal distribution(parameters on the basis of theoretical relationships),
log normal distribution, log Pearson type III distribution and square root distri-
bution are 3.2500, 1.0000, 1.0000, 0.2500, 0.2500 and 0.6250 respectively. From
table 1, the critical value of chi-square statistic at 95% probability level and
for 3 degrees of freedom is 7.81. On the basis of chi-square statistic all the
distributions are fitting to annual peak discharge data of river Narmada at
Mortakka. However, the chi-square is minimum in case of log normal distribution
and log Pearson type IIl distribution. Since log normal distribution is a special
case of log Pearson type Il distribution, it can be assumed that the data follows

log Pearson type III distribution.

2.4 Advantages and Limitations

2.4.1 Advantages
Different seasons of year have different statistical parameters and probabi-
lity distributions. The programme is capable of analysing different seasons

of the year.

2.4.2 Limitations

(a) The number of classes should be chosen in such a way that atleast 5

11
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observations are there in each class.
(b)  The length of data should not be less than 30 years (approx.).
(00  The data should be continuous without any gap.
(d)  The observations for a season should be independent.
(e) The drawbacks of chi-square index as a criterion for best fit distribution

are associated with the programme also.

2.5 Programme Details

The flow chart for the main programme and subroutines is given in
Appendix I.

The source programme listing, input specifications, and output description
are given in Appendix II, IIl and IV respectively. Test data (input :.1data file

and output file are in Appendix V,VI and VII respectively).

12




3.0 RECOMMENDATIONS

The programme for best fit distribution using normalization procedures
and chi-square criterion can be used for any type of seasonal hydrologic data
e.g.daily, pentad, weekly, ten daily, monthly or annual. The data should be
continuous and observations across the years should be independent. The programme
has been implemented and tested on VAX-11/780 computer system of National
Institute of Hydrology ,Roorkee. The programme can be run on any other system

also with simple FORTRAN instructions and with minor or no modifications.

13
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Percentile Values (x ) for the Chi-Square Distri-
bution with v Degreé®’oi Freedom (shaded area = a).

TABLE 1
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100 140.2 1358  129.6 124.3  118.5 109.1  99.3
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APPENDIX I

FLOW CHART FOR MAIN PROGRAMME

READ AND WRITE TITLE,NO.OF DATA POINTS,
NO. OF CLASSES (N,NS,NCLAS)

" T

t

READ OPTION CODES FOR DIFFERENT TRANSFORMATIONS
. (N1,N2,N3,N4,N5,N6)

l

READ AND WRITE OBSERVATIONS

CALCULATE PROBABILITY LIMITS FOR
EACH CLASS

J

CALL NDTRI TO CALCULATE STANDARD
NORMAL VARIATE CORROSPONDING TO
CLASS LIMITS (PROBABILITY)

1

CALCULATE THEORETICAL FREQUENC
FOR EACH CLASS

i |

I-1/5



( A
—

SORT Ole THE DATA FOR iTH SEASON,
STORE IT . PRINT IT.

CALL SORTX TO ARRANGE THE DATA IN
DESCENDING ORDER.PRINT IT

ST A

CALL PT3 FOR INVERSE PEARSON

TRANSFORMATION

———— TRANSTORMATION.

CALLLNC FOR LOG NORMAL DISTRIBUTION ’
(PARAMETERS ON THE BASIS OF THEORETICAL
L RELATIONSHIP S)

. 0

CALL LN FOR LOG TRANSFORMATIO#
t

CALL LP3 FOR LOG PEARSON TRANSFORMATION

J b iak -

CALL SQRTT FOR SQUARE ROOT TRANSFORMATION

NO

I-2/5




FLOW CHART FOR SUBROUTINE NORMAL

No

CALL MSS FOR MEAN, STANDARD
DEVIATION & SKEWNESS

CALL CSS FOR CHI-SQUARE AND
NO. OF DEGREE OF FREEDOM

RETURN

FLOW CHART FOR SUBROUTINE PT3

CALLMSS FOR MEAN
S.D.&SKEWNESS

APPLY PEARSON TRANSFORMATION

[TCALL MSS FOR MEAN,S.D.&
SKEWNESS

- BALL CSS FOR CHI-SQUARE

( RETURN )

>

I-3/5




FLOW CHART FOR SUBROUTINE LNC

CALL MSS

CALCULATE PARAMETERS ON THE
BASIS OF THEORETICAL RELATIONS

I

| TAKE LOG OF DATA

CALL CSS.PRINT MEAN,S.D.,
SKEWNESS & CHI-SQUARE

-

RETURN

FLOW CHART FOR SUBROUTINE LN

i TKE IOG OF DATA
| 5!
CALL M SS FOR MEAN

S.D., & SKEWNESS

l

CALL CSS FOR CHI-
SQUARE

EEEEE

I-4/5




FLOW CHART FOR SUBROUTINE LP3

START

EES BEQs.

TAKE LOG OF DA'@
I

1 i
{APPLY PEARSON TRANSFORMA 1

TION

1

CALL MSS FOR MEAN, S.D.&
SKEWNESS

i

CALL CSS FOR CHI-SQUARE T

( RE‘TURQ

FLOW CHART FOR SUBROUTINE SQRTT

TAKE SQUARE ROOT OF DATA 1

CALL MSS FOR MEAN,S.D.&
SKEWNESS

TCALL CSS FOR CHI-SQUARE’
L
( RETUR}J

I-5/5




APPENDIX II
SOURCE PROGRAMME

i FROGRAM TQ TEGT VARIQUS MORMALIZATION PROCERURES QN THE

& BAGIS OF CHI SQUARE

N1 ETANRE FOR NORMAL DICTRIBUTION

M2 GTANRS FOR FEARSON TYPE 2 RISTRIRUTION

NI STANRS FOR LOGHORHAL BIQTRIBUT*QH FARAMETERS ARE ESTIMATER
O THE RARIS OF THEQRETICAL RELATIONE

M4 STANDS FOR LQGHORMAL DRISTRIRUTION

3 72

{ s S
f]

£

g

& MG BTANDE FOR LQGPEARSON RISTRIBUTION
M& STANDRE FOR SOUARE ROQT RISTRIRUTIONM
i IF aMY 0F THE TRANSFORMATION IS MOV REQUIRER GIVE O CORROS

L S i Rrd

PRNOING TQ THAT TRAMSFORMATION

RIKEMEION TITLE(SQ ) skY (SO0 x THRE (100 FL (100 = TL100YCX (500}
ta ORI ISA0 s TR LS00

COREMDMARL 1L

VOMMOMNRET M N2 o NT s NS NS NS

UORMONSREZ27HCLAS

LE"'L Sl:

DEEMAUNIT=1FILE="GOEL .DAT s STATHS="0LR ¥
QFE”(UNIT—LFFILE*fCQELrGUT'!ST#TUS='HEH“”
L

n DEMAT(R0AT Y
vt F?PF'TﬂIKsSﬂRK&
4 FORMATOLX 1287, 80

EHALERY FORMATL Y TOTAL MR, OF YALUES=":147° NRLQF SEASONS PER YEAR='-1&
147 MCLAS="s1&!
1002 FG&ﬁHT’IlH INFUT DATASI20IH®Y T
ARO1=80Y TITLE
HF'TE.L=€11 TITLE

118 REARI1s%Y MaNSsNCLAS
iz M OIE THE TOTAL MO, OF QRSERVATIONS
& ME IS THE NC. OF SEASONE PER YEAR
i MOLAS IS THE MO, OF CLASSES REQUIREDR FOR CHI
iz SQUARE CaALCULATION:  THIS REPENRS UPON THE NO.
o oF ”RLUEQ PER YEAR

EEANTsRINT s N2 NTs N4 a NTaME

H‘IEF 21001 MaNSHNCLAS

FEARCI =% (E¥IIraI=1+N?

WRITE(Z:1002

URITE 2534 (WM TrsI=1sM)

HET=MCLASHE

L=dNE

FLINPT =0, F002
oS I=2aNOLAS
e FLAT =FLOAT(I-1: /FLOATINCLASY

> CALCULATE STANDARISER VARIATES CORRESFONRING TO LIMITS OF
» SELECTER CLASS INTERWALS

PR 555 I=11NPT

FFL=FL{IY

(ALL NRTRICFFLyAXsCyIER)
555 TrIr=ax

-1/7




30

14

rJ
=

S0

10683

100

200
200

o4
&

CALCULATE THEQRETICAL FREQUENCY FOR EACH CLASS
DO &8 I=1sNCLAS

THF (T 1=FLOAT(L Y AFLOAT(NCLASY

e

ne 1S I=tsb

II=(I-11eNEL S

CrETISkReTL)

C¥2(TI=CXOTY

CX10T)=CX(1)

URITE/( 25401t

FORMAT(20%s ‘aMAL SIS FOR SEASONs4Xs IS/20Xs1F{1HRI )
WRITE(2: 100 {CHR{TYsI=1sLt

FORMAT( I 10F 7,17

CALL SORTX(LSCXY

HRITE(2:20)

FORMAT(IXs ‘SHORTEDR RECORREDR DATA'Y
WRITE(2:103(CX(T s I=1sL"

CALL NORMAL (CXaLs THF » Ty ANEAN STREV SKER Y
CALL PTI(CXsLsTHF s T+ AKEAN s RTREY s SREW Y

CALL LNC(CA1sL s THF + Ty ANEAN STREV: SHEU Y

COLL LN(CXIalaTHE 2 ToAMEANSTREY s SREW

Catl LPI(CKL Ly THE s ToANEAN STREY « SHEW !

CALL SORTT(CY2+L«THF s TsAMEAN s STREV s SKEW?

A= 441

IF(A.GT MSIGR TR 200

G0 TRiOD

STOF

FHR

MORMAL DISTRIRUTIONM

SUBRDUTINE NORMAL (CXL s THF » T AMEAN STREY : BREHY
RIMENSION CX(S00)sTHF{100)sT(1040)
COMKON/RICT /M1 s H2aHZ M4 NSNS
IF/NTYSO0s 100 500

HRITE(2: 10032

FORMAT(ZIH ANALYSIS FOR NORMAL RISTRIRUTION!
Call MOS(CX:AMEAMSTREY. SKEWY

Call CSS/CY:AMEANSTREY ' SKEWs THF T

RETURN

END

FEARSOM TYPE I RISTRIBUTION RY REARD WORMALIZATION
SURRDUTINE PTZ(CKsLs THE : T AMEAM: STREU « SIEUY
COMMON/RICT ANT s M2 NTa ME s NS Hé

DIMENSION CX(SOC)sTHE{100Y:T(100)
IF(M2.EQ.0160T0 100

IF{NE.EQ.QIGR TO 200

G 10 300

Call MES(CKsANEANS STREVSKEW)

HRITE{2+25}

FORMAT (1% ‘PEARSON TYPE 3 RISTRIBUTINC?

Do 725 J=1sbL
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CROLI=(CX L S -AMEAN T /STREY
CXOLI=(SKEWRCY (12 172,041 .0
IFCCX{Lr 190715072508

307 CHOLY=(=1 Y RCARS(CH AT Y8R (L, 22,0
G0 TR SO

308 CXOLr=Crodtmnit. /2,

a0e CXOAI=08, FSRERIRITCH L L1-1, 14 (SKEWY /&,

723 CONT INUE
CALL MSELCX:AMEAN: STREY. SKEW:
CALL CES(CXsAMEAN I STREY s SKEWTHF s T1
100G RETURN
ENR
c LOGMORMAL RISTRIBUTION PARAMETERS ESTIMATER RY CHOW'S METHOD
SURRQUTINE LNCICKsL s THF « Tx AMEAN s STREY s SKEW Y
COMMONARICT /ML s N2 HT o Ha s NS s M&
RIMENSION CY(SO0):THF (1001 T(100)
IF(NIEQ.OIGR TR 100
IF(ML.EQ.0I6Q TR 0o
IF(NZ,EQ.1I6R TR 200
GOTR SO0
206G CALL MOS(TXsAMEANs STREY: SKEUW Y
200 WRITE(2:252
25 FORMAT(1X: 'CHOW METHOR FOR LOGNORMAL RISTRIBUTION'Y
VAR=(STREV/AKEAN Y £$241 .0
AMEAN=ALOGIAMEAN -0, S¥ALDB (VAR Y
STREV=AL RG{UAR Y
STREV=8RRT{STREY:
RQ &0 I=1af
IFACKCITER Q0TI =T,
CreII=ALOG(CY (T}
CALL MBS{CK:AMEANT s STREYT: SKEWL )
CALL CSS(CXrAMEAN:STREY: SKEWL s THF « T)
104G RETURN
END
(e LOG TRANMSFORMATION
SURRQUTINE LM(CKsLs THF s ToAMEAN s STREY SKEW S
COMMON/RICT/NT s N2 s NT2 NE NS N&
DIMENSION CH(SO0YaTHFE 100« TLE00)
IF(N4, EQ. 0GR TR 100
TFINZER.QIGR TR 200
G TR S04
200 RQ 20 I=isL
IFCCHITT ER. G, IEX(IY=1,
2 CALL =AL0GICK Ty
I WRITE(2:1012:
1012 FORMAT(1X:19H LOG TRANSFORMATION
CALL MEBS{CX:AMEANs STREY: SKEM Y
CALL CSS(CKAMEANs STREY: SKEW THF s T)
100 RETURM
END

"
L]
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LOG PEARSCN TYPE 2 RISTRIRUTION

SUBRQUTINE LP2{CKaL s THF s TeANEAN s BTREY s SREW?
COMMOM/ BRI M N2 HT N8 NG HE

DRIMENSION CHOR00r s THE (1LY T(100:
(FANGLER.CIGR TR 1040

IF(NIEQ, O oaND N4 ERQ.QIGRTR 2040

Gk I8 EQU

oo ?28 J-laL
Wﬂir“FCY’lJ—ﬂﬁEhNT’q?BEU

CHOL = (BREURCH (b /2. 041,
IFLCAL A Y807 £07 s 408
CXELr=0-1 v R({ARSICN I AT IRRLT, /2, )

Go 10 0%

CHOLy=Cxl ki1, /2,

CHROA =08 SERERYRICHL -1 Y+ {SKEH I /&,
CONT INUE

WRITE(2:1023)

FORMAT(1X: “LOG PEARSCN TYPE I RISTRIRUTION X
CALL MES(CY:AMEANsSTREYSKEU:

Catl CERIDMAMEANSTREV:CREW THE T
RETURN
£NR
SQUARE ROQT TRANSFOEMATION

SURRQUTINE SORTT/ICY:L s THF s T AMEAN s STREY s GKEH
COMMONABIT ML s N2 BT M2 M NE
DIMENGION CHISO0 s THFLIO00 < TL100)
TEOMA T S00s 100 300

R 127 I=1sL

IFLCA{TY LE O ICKIT =01
CreIY=SQRTICY(TIY
WRITEL 210200

FREMATI246H SQUARERDORT TRANSFORMATION!
CALL MER(DH:AMEANSSTREY SHEUY

Catl CRE(CKAMEAMsSTREVSKEWTHF T
RETURN

SZ' J-S [‘l

CAbTULATE ANR TYPE SEASOMNAL STATISTICAL PARAMETERS
SURRQUTIME MED{XsAMEAN:STREY: SKEL:
QIMENSTION Z(S007

COMHONARLT AL

Blk=,

DG 2 I=tsl
SUM=SUM+ LT
AMEAN=SUM /L

auMi=0,

SUM2=0

-4/7



B0 4 I=ist

SUMI=SUNMI4{X(T)-ANEAN) %82
4 SUM2=CUN24 (XTI -ANMEAN 143
STREV=CSRRT(SUMT/(L-1}}
SKEW=(URRUM2Y 0L -1 1L -2 YR ETREVRRTREVERTRE)
RETURNM
END
CALCULATE CHI SQUARE AND MO, OF REGREE OF FREEDOM
SURRQUTINE COR(Xs AMEAM: STREN s BKEU THF 2 T2
COMMON/RLZ/NCLAS
COMMON/RLL AL
DIMENSION X(R00)s THF (100 Y TII00)FREQII00)
RR 78 I=1sMCLAS
78 FREQ(I1=0,

RR 3% I=tst

ANINP=ANEANSESTREVET(2)

K=1

b3

&1 IF(R(I-ARINPIE2: 862503
&2 FRERIKI=FREQ(HI+1.0
GQ 70 3%
&3 IFIH-NCLAR S0l 825001
8ot H=r+1
AMINP=AREANISTREVET (410
GG TR &1
3R COMTINUE
i CALCULATE CHI-SQUARE STATISTIC ANR NQ. OF DREGREES OF FREEDCH
CHIGB=R,
RR &% I=1sMNCLAS
&% CHIS=CHIGH{LARS(FREQITI-THF (I r bR 2/THF (1}

HRF=MCLAS-Z
URITE(Z23 1004 rANEAN » STREY s SKEW: CHIS 1 NDF

1004 FORMATI?N: "MEAN «2X: "STR. REVIATION :2Xs ‘CREF .OF SKEW 12X
13 "CHI SQUARE “»2X, 'REGREE OF FREEDROM /SXsFT.Z:2%:F%.3
2:8¥aFR, T 0XaFB, 424X IT)

EETURN

ENR
C
(.‘-r!-\-rFrl-b!‘bt-l-bbhll-rbl-’!-lntI»i-rt-r!r!b!rtr!ri)tit"bi!.b!r'rrkv_ttltr
£ SUBRQUTINE MRIRI
&
& PURPRSE
L COMPUTES X=PER(-11(Y)s THE ARGUMEMT X SUCHE THAT Y=P(X}
& =THE PRORARILITY THAT THE RANDOM VARIARLE UsRISTRIBUTER
£ NORMALLY(Qa10s IS LESE THAM OR EQUAL TQ XK. F{X}: THE
C QRDINATE OF THE MORMAL REMSITYs AT ¥s IS ALSQ COMFPUTER.
&
& USAGE
€ Catl MDTRI(P:X.CHIERY
C
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DECCRIFTION OF PARANETERS

P -INPUT PROBARILITY
X -QUTPUT ARGUMENT SUCH THAT P=
THE RANDOM VARIABLE IS LESS
€ ~BUTPUT DENSITYsF{X:
IER -QUTFUT ERROR CORE
=-1 IF P IS HOT IN TH
¥=0=,99009E437 IN THIS
=¢ IF THERE IS NC ERRQ
SEE REMARKE BEL(

(=THE PROBABILITY THAT
HAM OF EQUAL TR X

REMARKS
HAXINUM ERROR IS 0.00043

IF P=0sX IS BET TQ -(10r%¥?4,D IS BET TR O
IF P=1sX I8 SET TQ (10¥%474.D 'S SET T2 C

SURRQUTINES AMD SURPROGRAME REQUIREDR
NONE
HETHOR
RASEDR OM APPROXIMATIONE IN C.HASTINGS: " "APFROXINATIONS
FOR RIGITAL COMPUTERS PRICETON UNIV.FRESS:FPRINCETONS
Modya 1935, SEE EQUATION 24.2.27:HANDR ROOK COF HATHREMAICAL
FUNCTIONSs ARRANQMUTTI AND STEGUNDOVER PURLICATIONGSINC.s
NEW YRR,
SUBRRCUTINE MNRTRI(FsXsDsIED

IE=C
g-.Q999°r+7'

IF(D-G,319:F:8
D=1.0-R
2=AL0G{T O (DRD Y
T=0QRT(T2}
A=T-12,31353174C, 8028
10, 18920907240, 00120
IF(P-0.5110:10011
y==¥
D=0, ASRPA2TRELP (- 280201
RETURN
ENR
SURRQUTIME SORTY (Ns X1

S0RTE IM RECREASING ORDER: X(I1=LARGEST
DIMENSION (10600
f=N-1
Re 2 L=1sk

S 3ETHC Q3020472001 041 L AZ27RERTS
ETHRT2 )

=
o>
o
=)

i i\,"?



H=H-L

RO 2 =144

IF (X0E-X0041)) 12142
XT=X¥( .1}

ROdr=X{441

M1 Y=XT

COMT INUE

RETURN

END
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APPENDIX III
INPUT SPECIFICATIONS
Input cards/lines have been divided in job cards and data cards.

(a) Job Cards

Card Variable Description Format
FIRST TITLE Title of the problem A
SECOND N Total number of observations FREE
NS Number of seaséns in a year
NCLAS Number_ of classes for the

calculation of chi-square
THIRD N1 Option code for normal distribution FREE
N2 Option code for inverse Pearson
type III transformation
N3 Option code for log normal
distribution(parameters on the
basis of theoretical relationship )
N4 Option code for log transformation
N5 Option code for inverse log
Pearson type III transformation
N6 Option code for square root
transformation
If any of the transformation is not required, 0 is given corresponding
to its option code, otherwise 1 is given.
(b)  Data Cards

Observations are punched till end in the free format.
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APPENDIX IV

OUTPUT DESCRIPTION

The following statistics are given for the desired transformations for

all the seasons:

Statistics
a. Mean of the transformed series
b. Standard deviation of the transformed series
(5 Coefficient of skewness of the transformed series
d. Chi-square for the transformation
e. Number of degrees of freedom

v 1/1

Format

F8.3

F8.3

F&.3

F&.4

15




The

APPENDIX V

TEST DATA

programme was run on 32 years annual peak discharge data (1951-1982)

of river Narmada at Mortakka for different options. The values of N,NS, NCLAS,

N1,N2,N3,N4,N5 and N6 are given and described below:

Ni:= 52
NS = I(Since data is for annual peaks)
NCLAS = 6 ( for NCLAS = 6, the theoretical frequency of each class
will be 5.33)
Nl =1
N2 = 1
N3 = 1
Ng = 1
N5 = 1
N6 = 1
( The best fitting distribution is required, as such values of NI1,N2,N3,N4,N5

and N6 have been given as 1)
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APPENDIX VI
TEST INPUT

ANNUAL PEAK RISCHARGES FOR NARMADA AT HORTAKKA(1951-82:
32:1s6

1slslslsled

11127 13631 19521 22915 A7 44 tienz 28023 13005
30377 20540 55327 FT1a0d 14135 23338 {8591 11338
19490 21604 27935 41891 1B1G1 47REI SA0AT  TASED
33278 17713 24704 29544 28222 22731 TRAET 1 &A02
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APPENDIX VII
TEST OUTPUT

ANNUAL PEAK RISCHARGES FOR NARMARA AT HORTAKKALISSI-RP)
TOTAt N, OF UalHER= 32

NQ.OF SEASONS PER YEAR= 1

NCLAR= &

INPUT DRATH

LSRRI NAR N

1313127, 13631, 19021, AT91R, 20744, 11982, 25022, 1300%.
anA%3, 1404, 14135, 27478, 1RG71. 1133AR,. 19490, 31404,
18101, 47851, S4043. TAT42, AAPTR. 17713, 74354, 79544,
204462, 146402,

ANALYRIS FOR SFARON 1

LRSS RAARNASFE XA NS

AT, 20540,
Z7R33. 41491,

AL AT B T |
FH2IL . .f":.’."ﬁil'

11127, 13831, 19521, JIRLT, 20744, 11982, 2R02Z, 1300R, A0FTD, 20844,
ARA2X, T1404. 14175, 2T43IR, 18FR1. 11738, 19490, I1404, 27939, 41491,
18101 . 47801, T4043, AARAD, TAP7R. 17713, 24384, 29044, 24032, 20751,

28552, 14402,
SHORTER RECGRDFR DATA

AA323, 54063, 47831, 41491, J&0842. FAFIR, IAPPR, Ité04, T1&0ea, ANATR,
29044, 27978, RU2I2. INAA. 2R02T. 24704, 2A4TAR! 22TRL,. R0OT44. 20840,
13

19490, 19021, IRSF1. IRIOT, 17713, 1&&0Z, 1413R.
11338, 11127,
AMBLYSIE FOR MNORMAL RISTRIRUTION

WAt 1ANOS. T19RD.

MEAN STR, RFVIATION COEF.0F SKEW CHI SAUARE RFRREF OF FRFFRONM

29935700 114A18.R48 1,044 T 2R00
FEARBON TYPE I RIRTRIRUTIN

3

MEAN STR. DEYIATION CQEF,.QF SKEW 0OHI SUARE DRFGREF 0F FRFEDROH

0,014 0,947 £ X0X (ERATATA A
CHOW METHOR FOR { OGNORMAL RISTRIBUHTION

T

P

MEAN GTR. REUTATION ©OREF.QF SKEW CHI SRUARE DREGREE OF FREEDOH

10,072 0. 428 . 148 EATATA L
LOG TRANSFORHATION

S

MEAN ST, DEYIATION COEF.QF GREW COHI SQUARE DRFRREE OF FREEDOH

10,072 0,433 0108 0. PR00
L.OG PEARSON TYPF 2 RISTRIRUTION

r

]

HEAN STR, REYIATION COREF.QF SKEW CHI SQUARE DFGREF OF FREEDRONM

ARATARY 1. 00 00X 0 RO
SQUARERCQRT TRANSFORMATION

L

o

WEAN STR. REVIATION CREF.QF SKEW COHI SQUARE DFGREF OF FREEDROH

157,411 14,848 W J77 0y 5200

VII-1/1

e



	00000001
	00000002
	00000003
	00000004
	00000005
	00000006
	00000007
	00000008
	00000009
	00000010
	00000011
	00000012
	00000013
	00000014
	00000015
	00000016
	00000017
	00000018
	00000019
	00000020
	00000021
	00000022
	00000023
	00000024
	00000025
	00000026
	00000027
	00000028
	00000029
	00000030
	00000031
	00000032
	00000033
	00000034
	00000035
	00000036
	00000037
	00000038
	00000039
	00000040

