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PREFACE

The National Institute of Hydrology is an autonomous Society
under the Ministry of Water Resources, Government of India. The
Institute is a national research organisation entrusted with
carrying out systematic, scientific research activities 1in basic,
theoretical and applied Hydrology which have great relevance to
national planning and developmental activities in the area of

water resources.

Water is the vital natural resources responsible for
development and sustainance of mankind. As part of the general
concern for water resources water quality become the important
water resources issue recently. Thérefore, there is a great need
to transfer the technology from abroad for strengthening the

Institute in the field of Environmental Hydrology.

This report is the compilation of the various works carried
out by Shri Aditya Tyagi, Scientist ‘B’ during his visit to
University of Waterloo, Ontario, Canada, under UNDP Project in th«
area of Environmental Hydrology. He worked with Prof. E.A. McBean,

Civil Engineering, Department at the University of Waterloo,

Canada. The guidance of Prof. McBean is duly acknowledged.
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1.0 INTRODUCTION

Water is one of the most essential constituents of the human
environment. Man needs it, in the first place for his
physiological existence, just as every other living organism does,
and secondly for many other purposes such as industrial water
supply, irrigation, power generation, propdbation of fish and

other aquatic life etc.

Man is making increaéing demands‘'upon his surroundings and
thereby altering his own natural environment and that of the other
organisms living with him on the earth. The demands are increasing
not only because of the rapid growth of human population but also

due to the increase in the standards of living.

As part of the general concern for environment, water quality
became the important water resources issue in the 1970s8. Obvious
pollution, existing for decades, héd been ignored to pursue water
quantity ventures. Suddenly, the situation appeared to be worse
and it was. Population growth and urbanization overloaded the
municipal plants and waste waters were discharged with no or
little treaﬁment. Most industries, in a pressure to expand their
production capacities, dumped their waste water discharges and

effluent 1in nearby lakes and rivers. Mining and petroleum

operations were also major pollutants. Too much of pesticides use

in irrigation and agriculture also stressed the water environment.
The quantities of waste from all these activities exceeded the

self purification capacity of many rivers and streams.

Changes in technology created new, and sometime exotic,
waterborne wastes, either discharged from manufacturing

operations, or appearing in waste water as a result of using the




product. Being common in domestic and flood processing waste
waters, biodegradable organic matter had been the contaminant of
concern and dissolved oxygen concentration the principal indicator
of pollution of surface waters. There were no longer adequate
parameters for measuring the characters of complex industrial
wastes that frequently contributed non-biodegradable substances or

compounds poisonous at extremely low levels.

Water quality in flowing water is closely linked to the total
;ater quality in the basiﬁ and hence it becomes imperative that
water quality assessment and river basin planning are closely
related. For any proper river basin planning, whether long range
or short term, before going into alternative plans for development
it is very essential to combine it with water quality problems,

hydrology and analysis.

In recent years, public congern has arisen over the damaging
effects of pollution in rivers. In response to these concerns,
the environmental protection authorities need to establish cost
effective management strategies for the protection and maintenance
of surface water quality. In India very few studies have been
directed towards the management of surface water resources
harmonizing the economic development through industrialization
with environment. Till now, the management approaches used for
maintaining water quality 1in rivers have been mainly to wuse
'eff1uent or stream standards without giving %ny significance to
the river flow conditions, catchment charécteristics, human
interventions etc. Hence there is need for the development of
mathematical decision models to help basin authorities in the
planning and implementation of the best water quality programmes

¥
from the various available alternatives.

Therefore, it was envisaged that during the training the




technical know how should be 1learned for the development of
mathematical decision models. In response of this concern
different classes related to environmental engineering such as -
Contaminant Transport, Water quality Management, Contaminant
Hydrogeology, Environmental Systems Modelling and Multiple Time
Series Modelling were attended. In addition to the above course
work research work related to water quality Modelling and

‘laboratory work were also been done.

\




2.0 COURSE WORK

During the training five various course classes related to
different aspects of environmental hydrology were attended. The
courses were Environmental Systems Modelling, Water Quality
Management, Contaminant Transport. Contaminant Hydrogeology, and

.'Multiple Time Series Modelling. The cbntents of these courses are

given in Appendix 1. However, a brief description for each course

is given below.

2.1 Contaminant Transport

This course focuses on water quality modeling of surface
water bodies. It deals with varipus methodologies of collecting

samples and the approximations implicit within different types of

water quality models.
2.2 Water Quality Management

This Course utilizes optimization principles and stochastic
modeling concerns to identify alternative management strategies.
The primary focus is on surface water quality but the principles

- are general, and can be applied to ground water and air pollution.

2.3 Contaminant Hydrogeology

This course deals specifically with transport of contaminants

¥

in the ground water environment. It focuses on the various

attenuating mechanisms impacting the quality of the ground water.

2.4 Environmental Systems Modelling

The word systems is one of the most popular words of present
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time and has prevailed all fields of science and engineering as
well as popular thinking and the mass media. Professions and job
titles have appeared in recent years under names such as systems
science, systems theory, systems analysis, systems engineering,
systems modeling, and others.

The word system would lead one té think that there should be
as many kinds of systems engineers as there are systems as this is
indeed the case. In water pollution control systems a number of
attempts have been made to adopt some of the key concepts and
analytical techniques found in the systems engineering literature
and apply these to the analysis, design, and operation of
wastewater treatment plants, water quality modelling 1in a basin

etc. !

In this course the application of system engineering concepts
and technigues has been explained in detail. Although, water
environment e.g. water quality modelling in a catchment, have been
considered in a great detail, the elements of solid waste

management, acid rain problem, air pollution problem, and the

crisis in the energy sector etc.

Hydrologic studies are commonly multivariate in nature. For
example, river basin planning usually involves development of
multiple sites, all of which. are naturally related. Reservoir
operation can not be indépendent of other 1impoundments in the same
river network. Rainfall is usually sampled at discrete, related
locations. Therefore, it is necessary to consider jointly data

from the various rain gauges.

Although conceptually multivariate time series analysis
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follows the same ideas of univariate time series analysis, in
practice the mathematics and the theory lag behind. This 1lag in
development responds to computational and theoretical
difficulties. Of the later, the most important is the lack of a
unified approach to represent jointly each of the random processes
described by a different stochastic 5rocess model. The quantities
of data required for adequate parameter . estimation in a
multivariate model can be unmanageable. The mathematics of

sophisticated estimation procedures also become burdensome.

Multivariate stochastic hydrologic modelling mostly has
followed the philosophy of fitting 1limiting moments of historical
time series. This 1in contrast _to philosophy of extensive
identification, estimation. and verification of the univariate
system which emphasized more detailed reproduction of the
properties of the original time series. The course contents
discusses the different types of multivariate models e.g. AR(p),

MA(g), ARMA(p,q), and ARIMA(p,d,q) etc in detaile.




Following are the research work carried out during the four

months UNDP training.
3.1 Phesphorus Medelling in the Grand River Basin, Ontario

There is a separate report prepared on this topic discussing
the basin problems and its characteristics, modelling techniques,
results and discussions etc in detail which is submitted to NIH
for publication. In this study aﬁ attempt is made to predict the
total phosphorus concentration 1level with the help of other
commonly monitored water quality parameters such as total
suspended solids, river flow, total nitrogen, turbidity,
conductivity, chloride etc. The developed models could be used to
fi1l up the missing data and to see the sources of total
phosphorus. So that preventive measures could be taken to control
eutrophication in the Ground River Basin. Some of the results and
comparison between the observed and mode 1 computed total
phosphorus concentration levels are given in Appendix 2. The data

used in the study is described below.

The data consisted of stream flows(cfs), suspended solids
(mg/1), total nitrogen (mg/1), specific conductivity (micro mhos/cm
r"C), turbidity(formazin turbidity units), total coliform (MPN),
filtered chloride(mg/1), and total phosphorus (mg/1). These
statistics of water quantity and water quality parameters were
obtained from Water Quality Data Series collected 1in support of
Lhe PLUARG study and published by the Water Resources Branch of

untario Ministry of the Environment. Eight years (1972 to 1979) of




data were selected for this study.The data from Feb.,1975 to
March, 1877 1is available as weekly and the rest is monthly. The
stream flow data, wherever found missing, were filled from the
Surface Water Data (Ontario) published by Inland Waters
Lirectorate, Wwater Resources Branch, Wwater Survey of Canada,

Ottawa.

As the phosphorus level is reach specific, one station is
chosen on each tributary stream of the Grand River just before
they merge into the Grand Riveé. However, to see the relationship
of phosphorus levels between the wupstream (u/s) station and
downstream (d/s) location points of the same stream, an u/s
station is also selected on the Conestogo River. Two station on
the Grand River, one at Hanlon expressway bridge and the other at

Mount Pleasant street Brantford, are selected.

In absence of actual field data on river Kali, QUAL-2E
model were applied on superficial data so that as and when the
real data would be available the model could be applied.

¥

3.3 Water Quality Modelling under Uncertainty

In most cases, water quality modelling were made assuming
the BOD progressive curve of deterministic type. However, the
process shows random fluctuations due to variability 1in the
chemical and biochemical composition of complex organic wastes and
also due to the presence of heterogeneous cultures of bacteria.
Moreover, uncertainty in the measurements arising from
instrumentation noise, sampling, analytical and data transmission

techniques and errors are additive factors. Furthermore, the river




flow and other conditions like temperature are random.

In this study an attempt is made to incorporate
stochasticity in water quality modelling. The details description

is given in Appendix 2B.

A lab based study were carried out to investigate the

following aspects of DO-BOD modelling.

1. Dependence of ultimate BOD of a sample on temperature
2. Plateau effect on BOD exertion DO utilized.
3. To explore the possibilities of TIC value as a substitute of

its BOD value.

A Tong term BOD test were carried out using synthetic waste
and domestic waste of waterloo at 20 C, 30 C and 35 C. The detail
observed data is given in Appendix.

The analysis of this observed data is under progress and
would be published as NIH report which is a part of work programme

for 1993-94 of Environmental Hydrology Div.

Besides the above assignments a number of other works such as

presentation of a seminar talk, visits of other organizations, and

other related works have also been carried out during the training.

5.1 Presentation of seminar Lecture

On invitation of Prof. McBean a seminar lecture was
delivered on "Water Quality Indices” which was a part of course
content of Water Quality Management taught by him at master level.

During this three hrs. long Tlecture following aspects were




covered.

i) Definition of water quality indices;

1) Uses of water quality indices;

ii1) Scales of indices;

iv) Development of water quality indices; and
v) Water quality indices in literature

The broad outline of the seminar talk is given in AppendiXx

5.2 Organization Visited

Various departments of the University of Waterloo such as:
System Design Department, Mathematics Department, Electrical
Engineering Department, Mechanical Engineering Dept.and Chemistry

Department were visited during the training.

The University of Toronto was also visited and some of the
faculty members of Water Resources Section of Civil Engineering
Department were contacted. A conference held at Toronto 1in hotel
Hilton during 3rd and 4th March 1994 on “"Urban Runoff and Water
Quality Modelling” was also attended. During this conference

Giscussions were made with the various experts of Urban Runoff and

Wakter Quality Modolling.

The Immigration office, Kitchener, Ontario, were also visited
twice i.e. first on 31st March regarding submission of Visa

extension application form and later on 7th April on calling for

interview.

5.3 Mzeting with Professors during Training




During the training discussions were made on technical

matters concerning with environmental Hydrology with the following

Professors:

1. Dr. E.A.McBean Professor Civil Engg., Deptt., University
of Waterloo, Canada, N21 3G1.

2. Dr. John Sykes Professor Civil Engg., Deptt., University
of Waterloo, Canada, N21 3Gi1.

- Dr.Neil Thomoson Assistant Professor Civil Engg., Deptt.,
University of wWaterloo, Canada, N21 3G1.

4. Dr. K.Ponnambalam Assistant Professor, System Design Engg.,
Univ. of Waterloo, Canada, N2L 3Gi.

5. Dr. Barry J.Adams Professor, Deptt. of Civil Engineering,
University of Toronto, Toronto, Canada.

6. Dr. Bovas Abraham " Professor Mathematics Deptt. University of
Waterlioo, Canada, N2L 3G1.

7. Dr. John Cherry Professor Earth Science Deptt.,

University of Waterloo, Canada, N2L 3G1.
Besides these, discussions were made with research scholars
working in the water resources section of Civil Engineering
Department in the University of Waterloo.

5.4 Identification of experts in the area of water resources

As directed by the Director, the possibilities of

identification other experts in the area of water resources for




UNDP or other projects were explored.The following experts shown
the willingness to work as consultant and to accept a trainee from

NIH.

1. Dr. K.Ponnambalam, Assistant Professor, System Design
Engineering Department, Univ. of Waterloo, Canada, N2L 3G1.3G1.
Area: Surface Water and Ground Water Quality Modelling, Reservoir

Operation.

2. Dr. Neil R. Thomson, Assistant Professor, Civil Engineering
Deptt., University of Waterloo, Canada, N21 3G1.

Area: Ground Water Quality Modelling

i Dr. Jhon Sykes, Professor, Civil Engineering Deptt.,
University of Waterloo, Canada, N2L 3G1.

Area: Ground Water Modelling, Ground Water Quality Modelling

¥

5.5 Hooks identified during training

Following are the books identified and found useful on

consultation during the training.

: Applied Regression Analysis, Second edition, By N,R. Draper &
Smith, John Wiley & Sons, New York.

2. Patankar, S.V. (1980) Numerical Heat Transfer and Fluid

Flow, Hemisphere Publishing Corporation, Washington, D.C.

3. Probabilistic Engineering Design - Principle & Applications,

By. James N. Siddall, Marcel Dekker, Inc. New York.

4, Lary W.M. and Yeou, K.T. (1992), Hydrosystems Engineering and

Management, McGraw-Hill, Inc.




[49]

Dyck, V.A. Lawson, JD, and Smith, J.A. (1979), Introduction

to Computing Reston Pub. Comp. Inc. Reston, Virginia.
Journale identified during training
Following are the Journals identified during the training.

Jour. of Waste Management & Research, Bremerholm 1, DK-1069,

Copenhagen K, Denmark.

ENVIRONMENTRICS, A.H. E1-Sharaiwi, National Water Research

Institute, Burlington, Ont. Canada L7R5A6.

Stochastiq Hydrology & Hydraulics, J.H. Cushman, Deptt. of
Agronomy, 1150, Lilly Hall of Life science, Purdue

University, West Lafayette, In 47907, USA.

Water Pollution Research Journal of Canada, Dr. H.R.
Eisenhaurer, Technological Department Branch Environment Canada,

425, st.Josph Blvd., 4th Floor Hull, Quebec, K1A OH3.

Jour. of Environmental pollution, Dr. J.P. Dempster, The

Limes, The Green Hilton, Huntington, UK, PE 189NA.

Journal of Contaminant Hydrology, P.O. Box 1930, 1000 BX,

Amsterdam, The Netherlands.

\

Water Environment Research, Water Environment Federation, 601,

Wythe St. Alexandria, VA-22314-1994, USA.

Water and Environment Management, The Institution of Water

Environment Management, 15 John Street, London 2EB, England.
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Environmental Science & Technology, William H. Glaze

University of North Carolina, Chapel Hill, USA.USA.

~ TrEad - —a A AT AAn A A A

Soft wares identified during training

Following are the soft wares used in studies during the

quality modelling and other related studies.

i)

11)

111)

SYSTAT Statistical analysis, Regression based modelling,

Time series Modelling (only univariate)ly univariate)

training at the University of Waterloo and found useful for water

Address: SYSTAT, Inc. 1800 Sherman Avenue, Evanston, IL

60201-3793, USA.

Cost CA $ 1300 approx.

SAS Statistical analysis, Regression based modelling

both 1linear and non 1linear and Time series

Modelling both univariate and multivariate.

Address: Box 8000, SAS Institute, Inc. Cary, North Carolina

(N.C.)27511-8000, USA.

MATLAB Engineering Problems Solving Using MATLAB by D.M.

Address: Fitter, Prentice Hall Publishing Company, USA.

Math Works Inc.

E-mail address:Service @ mathwork.com

Cost

v

Ca $ 750 approx.
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APPENDIX 1

COURSE CONTENTS

11 CONTAMINAT TRANSPORT

12 WATER QUALITY MANAGEMENT
1-:3 CONTAMINANT HYDROGEOLOGY

14 ENVIRONMENTAL SYSTEMS
MODELLING

1'5 MULTIPLE TIME SERIES MODELLING




¥

iii.

iv.

vi.

vii.

1.

171,

iv.

VT

vii.

viii.

ix.

Topices covered in the course Contaminant Transport

Development of General Advection - dispersion Equation for
solute Tranport

Numerical solution of PDE"s by Finite bifference Method
Analytical Solutions using Laplace and Fourier
Transformation.

Parameter Sampling and Uncertainty Analysis

First order secoha moment method

Monte-Carlo simulation

BOD and Dissolved Oxygen in streams

Lake Modelling

Organic Decomposition

Modelling Organic Loads on Streams

Oxygen - Transfer Mechanisms at the Water Air Interface
and Model extensions

Analysis of Pollutional Effects in Natural Waters.
Toples covered in the course water Quality Management

Basic Water Quality Processes
Introduction to Lfnear Programming
Linear Programming and Separable Programming and its
Utility in Water Quality Management
Lagrangian Multipliers- Dual Variables
Simulation Modelling in Water Quality Management

Dynamic Programming and Applicability to water Quality

Management

Case Studies Examinationg

A Wider View of Water Qua1i£y Management Alternatives
Public Expenditure Concerns - Water Quality Indices

Water Quality Enforcement Mechanisms and Multiple Objective

16




Analysis

7 Probabilistic Water Quality Models

X1 Advanced Modelling Tools - Kalman Filters, Kringing

xiii. Design of Sampling Programs

Xiv. Statistical Interpretation of Water Quality Data

XV . Presentation of Term Papers

1.3 Topice covered in the courge Contaminant Hydrogeclegy

i Hydro]ogié properties and solute transport 1in fractured
rock

ii. Tracer experiments in fractured rocks

iii. Ground water age dating

V. Solute Transport in formable rock fracture.

V. Behavior of dense, non aqueous phase liquids 1in fractured
media.

Ve Field Measurement of radial solute transport in discrete

rock fracture
vii. Stochastic continuum representation of fractured rock

permeability as an alternate to REV and fractured network

concepts.

viii. Vvalidity of channel model of fracture operative under field

conditions.

1.4 Toplice covered 1in the course Environmental Systems
Modelling

i Environmental System Modelling

R & Numerical Solutions of PDE’s

iii. Graph Theory | :

1V Wind system in the planetary boundary layer

V. Modelling of Solid Waste Management

Vi. Input - Output Energy Analysis




vii. Theoretical Aspects of Modelling and Control of water

Quality in Linear Section

viii. Age- Structured Models

2o Acid Rain Management

) Global Warning Modelling Water and coO Cycles

1.5 Topics covered in the course Multiple Time Series
Modelling ,‘

i Multivariate Auto Regressive Models (ARV)

4 . Multivariate Moving Average Models (AMV)

iid. Multivariate Auto Regressive Moving Average Models
(ARMAV)

iv. Multivariate Auto Regressive Intigrated Moving Average
Model1s(ARIMAV)

V. Multivariate Regression

vi. Canonical Analysis of Multiple time series

vii. Time series involing Non-stationarity

viii. Application of Multiple time series
1X. Modelling of Economic and Environmental Problems.
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APPENDIX 2
RESEARCH WORK

2-1 PHOSPHORUS MODELLING IN
THE GRAND RIVER BASIN, ONTARIO

2:2 WATER QUALITY CONTROL
UNDER UNCERTAINITY




APPENDIX 241

8.0 Development of Regression Models for Total
Phosphorus

The development of regression models involve three steps namely preliminary analysis,
selection of cxplz‘mulory variables, and finally selection of the best model for a particular
data set. Regression analyses were performed in each case on full data sets and their
scasonal subsets. Each data set is segmented into four seasonal subsets as listed below.

L. Spring season: March 21 1o June 20,

20 Sunmmer season: June 21 to September 20

Ao Fall/Autumn season: September 21 1o December 20).

3. Winter season: December 21 to March 20,
8.1 Preliminary Analysis

Prior to a statistical and/or regression :m\u]ysis of a data set, an initial filtering of
the data which consisted of a statistical analysis, a preliminary regression analysis, partial
visual inspection of the data files, and the creation of numerous scatter plots revealed
obvious data input errors. Once the identified input errors were handled, a general
regression analysis assuming all water quality paramelters as explanatory variables for total
phosphorous, was made to identify any outliers on the basis of leverage value,and
studentized residual statistics. The outliers were eliminated from the data on the basis of

.

Cook’s distance statistic falling outside the confidence interval as explained before.

Using the filiered data, a correlation matrix is obtained considering two sets of
parameters. The first group (1) includes all the water quality parameters whereas in the

second group (Il) Tcoli and Turbidity were excluded. The reason for considering two

20
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groups is that Tcoli and turbidity have a large number of missing values in the data sets
¥

and hence excluding them increases the number of data sets to be considered in the

analyses.

To enhance the visualization of correlation matrix, Table 2 is presented in the
form of square of correlation coefficient to indicate the contribution of individual water

quality parameters in explaining the variance in the dependent variable.

Table 2A: R-square for overall data sets

\

-Site | Group | Number of | Q SS TN CON [{TUR | Q Tcoli
observations '
S37 |1 113 0.143 | 0.447 | 0.005 | 0.089 | 0.290 | .0008 | 0.003
1 175 0.130 | 0.145 | 0.145 | 0.012 | ------ 0006 | ------
STS6 | 1 84 0.045 | 0.226 | 0.210 | 0.033 | 0.620 | .0007 | 0.160
11 132 0.280 | 0.730 | .0002 | 0.034 | ----- D01 | sovese
ST80 | 1 37 0.720 | 0.790 | 0.052 | 0.580 | 0.760 | .0002 | 0.460
1l 114 0.860 | 0.720 | 0.260 | 0.360 | ------ 0012 | —-mee-
St78 |1 89 0.544 | 0,790 | 0.400 | 0.008 | 0.530 | .0002 | 0.006
I 130 0.430 | 0.640 | 0.360 | 0.030 | ------ 0045 | —mmnev
St75 |1 130 0.007 | 0.240 | 0.030 | 0.026 | 0.750 | .0001 | .0008
1 157 0.340 | 0.766 | 0.100 | 0.070 | ------ 0110 | ==
St76 |1 63 0.540 | 0.760 | 0.185 | 0.160 | 0.790 | .0906 | .0017
11 139 0.746 | 0.750 | 0.162 | 0.235 | ------ 0506 | -------




¥

Table 2B: R-square for Fall-season

Site Group | Number  of | Q SS TN CON | TUR | Cl Tcoli
B observations
St37 I 33 0.029 |0.284 |.0001 |0.343 | 0.633 | 0.026 | 0.043
I 42 0.019 |0.394 | .0008 |0.314 | ------ 0.016 | ------
S156 I 19 0.010 |0.401 0927 |0.083 [ 0.310] 0.085 | 0.047
1 24 0.003 ]10.410 (0917 |0.070 | ------ 0.083 | ------
Si80 |1 13 0.558 | 0.561 |0.528 |0.192 | 0.698 | 0.001 | 0.005
1 39 0.720 1 0.218 [ 0.188 | 0.560 | ------ 0.036 | -------
St78 |1 17 0008 |0.720 | 0.770 | 0.020 | 0.786 | 0.070 | 0.134
1 26 0.027 |0.450 |0.746 |0.010 | ------ 0.051 | -------
St75 |1 40 0.042 | 0.750 | 0.180 | 0.001 |0.675 | .0001 |0.001
1 43 0.050 | 0.750 | 0.180 | 0.003 | ------ 0001 | ------
St76 |1 b 0.001 [ 0.011 ,]0.040 |0.001 |0.118 | .0007 | 0.044
11 34 0.012 1.0007 [0.019 |0.007 | ------ 0021 | -------
Table 2C: R-square for Summer-secason
Site Group | Number of [ Q SS TN CON |TUR | Teoli
observations
St37 |1 36 0.018 ] 0.480 |0.068 |0.182 |0.205 | 0.020 | 0.012
I 52 0.048 [0.170 10.002 | 0.149 | ------ 0.001 | ------
St56 |1 27 0.030 '(}.(183 0.820 [ 0.588 | 0.120 | 0.300 | 0.002
1 32 0.063 [0.036 |0.750 |0.724 | --—--- 0.446 | ------
St80 | I 13 0.071 10972 |0.210 |0.335 [0.006 | 0.770 | 0.010
I 26 0.187 ] 0.350 | 0.315 | 0.159 | ------ 0.480 | ------
St78 |1 31 0.017 10.003 ]0.264 |0.172 [0.646 | 0.003 | 0.799
11 33 0.014 10.019 10.290 |0.179 | ------ 0.008 | ------
St75 |1 40) 0.031 |1 0.348 | 0.020 | 0.044 |0.312 | 0.020 | 0.160
i 43 0.031 {0351 |0.017 |0.045 | ------ 0.014 | ——eeeev
St76 I 18 0.017 10.140 ] 0.003 | 0.040 |0.342 | 0.075 | 0.005
1] 29 0.046 ] 0.128 ].0003 | 0.060 | ------ 0.010 | -------

22




Table 2D: R-square for Winter-season

Site Group | Number ot'] Q SS TN CON | TUR | Q Teoli
b obscrvations
S137 I 17 0.866 | 0.972 [0.438 [0.293 |0.730 | 0.001 | 0.944
I 30 0.310 |1 0.887 | 0.500 |[0.136 | ------ 0.007 | ------
St56 I 19 0.011 | .0003 |0.530 | 0015 |0.014 |0.036 | .0006
1 30 0.015 |{.0027 | 0.301 {.0007 | ------ 0.048 | ------
St80 I 12 0.896 |0.992 |0.412 0710 | 0.984 | 0.470 | 0.230
11 21 0.688 | 0.960 | 0.288 | 0.560 | ------- 0.240 | ------
St78 I 19 0.730 | 0.750 [ 0.650 | 0.370 | 0.404 | 0.100 | 0.007
1 27 1 0.439 | 0.640 | 0.510 | 0410 | ------- 0002 | ------
St75 I 23 0.635 [ 0.579 | 0.160 | 0.154 | 0.650 | 0.177 | 0.012
I 27 0.856 | 0.890 | 0.510 | 0.151 | ------- 0.020 | ------
St76 1 9 0.956 | 0.978 | 0.853 |0.635 |0.974 |0.363 |0.427
11 32 0.740 [0.930 | 0.543 | 0.390 | ------- 0.150 | -------
Table 2E: R-square for Spring-season
Site Group [ Number of | Q S8 TN CON |TUR [C Tcoli
observations |
St37 1 34 0.504 10.550 [0.319 [0.218 |0.448 | 0.007 |0.148
1 60 0.529 10.657 [ 0.173 [ 0319 | -=---- 0.054 | ------
St56 | 14 0.024 10982 (0935 [0.036 [0.925 |.0005 | 0.000
1 4] 0.396 [ 0.978 |0.002 | 0.063 | ------ 0228 | ------
St80 |1 12 0.508 10.400 |0.152 [0.399 [0.656 |0.348 | 0.044
1 39 0.950 | 0.898 | 0.621 |[0.480 | ------- 0.329 | -------
St78 ] 20 0.640 |0.740 |0.520 |[0.338 |0.459 |0.056 | 0.006
11 43 0.430 [0.574 |0.492 |0.056 | ------ 0.008 | ------
St75 I 31 o 0.007 10.062 |0.140 | 0.724 |0.877 | 0.009 [0.014
1l 48 0.685 | 0.697 |0.006 |0.351 | ---eee- 0.044 | ------
St76 I 11 0.760 10910 10.250 | 0.485 |0.900 | 0.374 | 0.636
1l 37 0.930 10930 0.370 |0.515 | ------- 0.054 | -------
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8.2 Selection of Variables in Regression

To make the model useful for predictive purposes, one wants to include as many
explanatory variables as possible so that reliable fitted values can be determined.
Furthermore, since R? gives the proportion of the variability in the response that is
explained by the fitted rcg;cssiorl model, onc'obvious]y desires R2 to be large. On the
other hand, because of the cost involved with the effort in obtaining information on a
large number of regressors and subsequently monitoring them, one would like the model

\
to include as few numbers of variables as possible. The compromise between these
extremes is what is usually called selecting the best regression variables and consequently
the best model. There is no unique statistical procedure for doing this (Draper and Smith,
1981). However, there are many statistical procedures such as all possible regression, best
subset regression, backward elimination, forward elimination, stepwise regression, ridge

regression, PRESS, latent root regression, principal component regression, and stagewise

regression etc. (Draper and Smith, 1981; Montgomery and Peck, 1982; Weisberg, 1980).

In the present study, the two procedures namely the best subset regression, and
stepwise regression procedures are used to select the best explanatory variables as

discussed in the succeeding section.
8.2.1 Best Subset Regression

Using the R? table, various best subsets of regressors were selected on the basis of
proportion of variance explained. Each regression equation is assessed according to 1) the
vilue of R2 achieved, 2) the F-value of the model, and 3) the number of observations used
in the developing the model. The model obtained from the larger data set and satislying

criteria I and 2 will always be preferred.
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8.2.1.1 R-square Criterion

. ' . . . . -
The cocefficient of determination ( R?) is used as a criterion for comparing models.

A computing formula for R2 in a k-parameter model

SSE _SSR
SS, S,

y

R? =1~ ~ (17)

in which SSy, = total variability in the response defined as

SS, =Y. (Y-Y)" : (18)

SSE= the residual or unexplained variability about the regression line is defined as

SSE=3 (Y-Y)*; and | (19)

SSR= the variability in Y auributed to the linear association between the predictor

variables and the mean of Y defined as

SSR=) (Y-Y) | (20)

R2, which is between () and 1, is the proportion of variability in Y explained by regression
on the regressors, the greater the value of R? , the more variability is explained. The other
interpretation of R2 is possible. A strong linear association between Y and Y yields a
large value of RZand vice versa. Unfortunately, R2 provides an inadequate criterion for
subset model selection since, whenever comparing a subset model to a large model

including the subset, the larger model will always have an R2 value as large, or larger,than
\




R2 for the subset model. Thus the full model will always have the largest possible value of
R2. However, for fixed k, R2can be used to compare different models, large value of R2

indicating preferred model.

8.2.1.2 F-value Criterion ‘

To test the significance of a regression model, let us test the null hypothesis that
the regression equation does not explain a sizable proportion of the variability in the

response variable versus the alternative that it does explain a significant proportion of this

¥
variability. Mathematically, the following is tested

If the regression is significant, then SSR should be large relative to SSE. The best statistic

representing this fact is (Milton and Armold, 1990)

__ SSR/k SSRN-k-1
SSE/ (N—k—1) SSE Kk

(21)

To better understand the logic behind the F-test for a significant regression, combining

Equ. (17) and Equ.(21) to get the F-statistic interms of R2,

_N-k-1 R’
k 1-R?

F E " (22)

From this expression, it is clear that apart from the constant multiple |(N-k-1)/k], the F-

statistic is the ratio of the explained to the unexplained variation in Y. Therefore, it is
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natural to say that the regression is significant only when.the proportion of explained

variation is large. This occurs when the F- value is large.

The F-statistic can also be used to compare any two models as long as all the
parameters in the smaller model arel also included in the larger model i.e. smaller model is
a subset model of the larger model. Let SSEf and SSE; be the residual or error sum of
squares of the full model (containing k-variables) and the subset model (containing (k-m)

predictor variables) respectively.

The residual sum of squares reflects the variation in the response variable that is
not explained by the model. If the prcdicloar viiriables which are not included in the subset
model are important, then deleting them from the subset model should result in a
significant increase in unexplained variation of Y. That is, SSE; should become

considerably larger than SSEf. A convenient test-statistic (Weisberg, 1980) using this idea

1S

¥ _(SSE, —SSF;)/(k—m)

omtkt = TTSSE J(N—Kk - 1) A

The larger model will be preferred when the F-statistic is sufficiently large. One reasonable
rule would be to prc‘fer the full model if F > F*, where F* is the ax100% point of the

F(k-m,N-k-1) distribution. The choice of o= 0.05 is typical (Weisberg,1980).

27




8.2.2 Stepwise Regression

The stepwise procedure is a hlodiﬁed ver‘sion of forward selection procedure in
which, once a variable enters the model it stays. However, it may be possible for a
variable entering at a later stage to render a previously-selected variable unimportant
because of the interrelationships between the variables. The stepwise procedure provides
a systematic technique for examining at nost a few subsets of each size. In this method,
each time a new var‘iablc is entered into the model, and all the variables in the previous
model are checked for their continued importance. The addition of a new variable as
regressors governed by the criteria: 1) it has the highest sample partial correlation with the
dependent variable, adjusting for the independent variables in the equation already; 2)
adding the variable will increase R2 more than any other single variable; and 3) the variable
added would have the largest t or F-statistic of any of the variables that are not in the

model.

The main advantages of the stepwise procedure is thl.[ the procedure is fast, easy
to compute, relatively inexpensive, and available on virtually all computer software.
Unfortunately, there are important drawbacks to the use of stepwise procedure. Firstly,
the model chosen by stepwise regression need not be the best of any criterion of interest
and there is no gﬁatrzmlec that the model chosen will in fact include any of the variables
that would be the best subsct.T‘h:: stepwise method is best when the independent variables
are nearly uncorrelate;d, the condition under which finding a subset model is least likely to
be relevant. It is true that the best single variable is entered as the first in a stepwise
algorithm; however, there is no guarantee that the best pair is entered as the first pair of
vartables (Weisberg, 1980). The ordering of the variables given by stepwise regression is

an-artifact of the algorithm used and need not reflect relationships of substantive interest.
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To demonstrate the method of variable selection as described above, an example is given

below using the data-set of fall season at St56.

¥

8.3 Variable Selection for IFall-Season Data Set
8.3.1 Using Best Subset Procedure

It is clear from the R2 table that Ti\l (total nitrogen) is the best single variable explaining
nearly 90% variability in the phosphorus level concentration whereas, the other water
quality parameters namely SS (suspended solids), TUR(wrbidity), CON(conductivity),
Cl(chlorides), and Q(stream flow) if taken alone as regressor, explain approximately 40%,
30%, 8%, 8%, and 0.3% variability in the TP(total phosphorus) concentration levels
respectively. Now, to increase the R2 | the various pairs of water quality parameters with
TN are attempted, some of them are summarized in Table 3.

\

Table 3: Model statistics with various pairs as regressor

Subset N R? SSR SSE F-value
variables : L

TN+TUR |31 0.915 1.449 0.135 150.18
TN+SS 3] 0.910 ' 1.442 0.142 142.21
TN+CON 30 0.910 4 1.438 0.143 135.98
TN+Cl 25 0.908 1.381 0.141] 108.12
TN+Q 31 0.903 1.431 0.154 129.66

From Table 3, the R-square values are more or less the same but there is a large variation

between the F-values and hence the regressor pair having largest F-value will be the




obvious choice. Here, TN and TUR are the preferred variables having the largest F-value
(150.18). From Table 3 it is also clear that the SSR is the maximum and SSE is the
minimum for the preferred variable subset which is the basic objective of the regression

maodeling.

To further increase the R2 - value, the various combinations of water quality
parameters are attempted. From Table 3 it is also clear that due to the interrelationship
between the parameters it is difficult to identify the best combination of parameters. The
summary of some of the :utct_nmcd combinations is presented in Table 4.

A

Table 4: Model statistics with various combinations of three regressors

Subset of | N R2 SSR SSE F-value
Regressors

TN+SS+Q 3] 0912 1.445 0.140 92.87

TN+SS+TUR | 31 10916 1.452 0.133 97.93

TN+SS+CON | 30 0.941 | 1487 0.094 137.05
TN+SS+Cl 25 7 0.931 1.417 0.105 94.92

TN+TUR+CON | 30 0.929 1.469 0.112 113.63
TN+TUR+Cl |25 0.925 1.408 0.114 86.72

TN+TUR+Q 3] 10916 1.452 0.113 98.21

Again, the combination of regressors having largest R2-value and F-value will be the
obvious choice as the the number of variables are fixed. Here, the combination consisting
of TN, SS, and CON is the preferred subset of rcgressors' as it has largest R2 and F-
values. It is 1o be noted that TUR is not included in the selected subset of three variables

while it was included in selected subset of two regressors.
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To tuther increase the proportion ol explained viniability in the phosphorous
concentration, the various combinations consisting of four variables are attempted. Some

of the attempted subsets are summarized in Table 5.

Table 5: Model statistics with various combinations of four regressors

Subset of Regressors | N R? SSR . | SSE F-value
TN+SS+CON+Cl 24 0949 1.438 0.077 88.94
TN+SS+CON+TUR | 30 0.941 1.488 0.093 99.45
TN+SS+CON+Q W 0945 1.493 [ 0.087 107.02
; TN+SS+TUR+Cl 25 0.932 1.418 0.103 68.56
i TN+SS+TUR+Q 31 0.917 1.453 0.132 71.63

! From Table 5, the sub%et ('I'N+SS+CON+CI) has the largest R2 - value but it is
selected using 24 observations while the other possible combination (TN+SS+CON+Q) is
sclected using 30 observations and have the equivalent R2 and  F-value and hence would

be the preferred choice. However, both the subsets may be selected and left for further

filtering, as will become clear in the succeeding analysis.

Now, sceing the Tables 4 and 5, there is no significant increase in the R2 - value

by adding the new variables in the regression set as clear from Table 6.

\

31




Table 6: Model statistics of other possible combinations of regressors

Sctol regressors N. R? SSR 1 A -value
TN+SS+CON+TUR+Q 30 0.945 1.493 0.0872 82.19
TN+SS+CON+TUR+CI 24 0.950 1.438 0.0763 67.83
TN+SS+CON+TUR+CI+Q | 24 0.955 | 1.446 0.0682 60.09

On the basis of above analysis, the following sets of regressors listed in Table 7, are

selected.

‘Table 7: Selected sets/subsets, candidate for possible model regressor

Set of regressors N R2 . SSR SSE F-value
v
TN+SS+CON+TUR+CI+Q | 24 0.955 1.446 0.0682 60.09
TN+SS+CON+TUR+CI | 24 0.950 1.438 0.0763 67.83
TN+SS+CON+() 30) 0.945 1.493 0.0870 107.02
TN+SS+CON+Cl 24 0.949 1.438 0.0770 88.94
TN+SS+CON 30 (.941 1.487 0.0940 137.05
TN+TUR 31 0.915 1.449 0.1350 150.18
I'N 31 (.899 1.424 0.1608 256.73

Seeing the Table 7, the question arises that which set/subset is the best model. As quoted

carlier that when comparing a subset model to a larger model including the subset, the

¥
larger model will always hive larger value than the subset model and hence the R2 and
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individual F - value criteria are not adequate for subset model selection. In such

circumstances the F- statistics as given by Equ. (23 ) can be used as explained in Table 8.

On the basis of Table 8 , the selected model is called as the ‘best subset model".
However, the other procedure to select the model as described earlier is the stepwise
regression. Therefore, we have two models for a particular data set selected by two
different procedures. These two models may or may not be the identical. Incase, if these
are different then the selection will be made on the basis of Rz, F-value, and number of
regressors. At this stage, it is quite obvious that the smaller of the two, will be preferred.

p

In the present case, the selected models from these methods are.presented in Tables 9A

and 9B respectively.




Table 8: Selection of model variables on the basis of F-statistic

Full model with k parameters Redmced model with (k-m) | k-m N-k-1 From Nok-1 F~ Preferred
parameters (& =0.05) | model

Model N ‘SSE Model SSE

TN+SS+CON+TUR+CI+Q 24 0.0682 TN+SS+CON+TUR | 0.0763 5 17 0.404 2.81 Reduced
. - +Cl

TN+SS+CON+TUR+CI+Q | 24 0.0682 | TN+SS+CON+Q 0.0870 |4 17 1.170 2.96 Reduced

TN+S$S+CON+TUR+CI 24 0.0763 | TN+SS+CON+CI [ 0.0770 |4 18 0.040 2.93 Reduced

TN+SS+CON+Q 30 0.0870 | TN+SS+CON 0.0940 |3 25 0.067 2.99 Reduced

TN+5S+CON+Cl 24 0.0770 | TN+SS+CON 0.0940 |3 19 1.390 3.13 Reduced

TN+SS+CON 30 0.0940 TN+TUR 0.0135 2 26 5.670 3.37 Full

TN+SS+CON 30 0.0940 | TN . ~. | 01608 |1 26 18.47 4.23 Full
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Table 9A: Model selected by best subset procedure

DEP VAR: TP N: 30 MULTIPLE R:0.970 SQUARED MULTIPLE R: 0.941
ADJUSTED SQUARED MULTIPLE R: .934 STANDARD ERROR OF ESTIMATE: 0.06014
VARIABLE COEFFICIENT STD ERROR  STD COEF TOLERANCE T P(2 TAIL)
CONSTANT  0.07905 0.12673 0.00000  eeeee- 0.62379 0.53820
SS -0.0008Y 0.00024 -0.32699 ().28841 -3.67156 0.00109
TN (.25490 « 0.01927 1.26699 0.24926 0.13E402 0.00000
COND 000072 0.00025 -0.17680 0.58763 -2.83372 0.00878
ANALYSIS OF VARIANCE
SOURCE SUM-OF-SQUARES DF MEAN-SQUARE F-RATIO P
REGRESSION 1.48702* 3 0.49567 137.05198 0.00000
RESIDUAL ' 0.09403 26 0.00362

Table 9B: Model selected by stepwise procedure
DEP VAR: TP N: 25 MULTIPLE R: 0.965 SQUARED MULTIPLE R: 0.931
ADJUSTED SQUARED MULTIPLE R: 922 STANDARD ERROR OF ESTIMATE: 0.07055

VARIABLE  COEFFICIENT STD ERROR  STD COEF TOLERANCE T P(2 TAIL)

\

CONSTANT -0.20325 0.03629 0.00000 eeeeees 7.25414 0.00000
SS -0.00068 0.00025 -0.25343 (.36843 -2.68988 0.01371
TN 0.24046 0.02042 “1.17996 (.32568 JA2E+02 0.00000
CL -0.00165 0.00106 -0.10085 0.77647 -1.55389 0.13515

ANALYSIS OF VARIANCE

SOURCE SUM-OF-SQUARES DF MEAN-SQUARE F-RATIO P
REGRESSION 141735 3 0.47245 94.92558 0.00()()6
RESIDUAL 0.10452 - 0.00498
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Observing the final selected models by two different approaches tabulated above, it
is noted that both the models has equivalent R-square values. However, there is a
significant difference between their F-values. Further, the best subset model uses more
observations and hence is more representative of the data. ()pscrving the T-values of the
individual coefficients one may conclude that conductivity (CON), selected as third
variable by best subset procedure, is a better explanatory variable rather than chloride (Cn),
selected by stepwise procedure as third explanatory variable. Considering all these aspects

one may conclude that in the present situation the best subset model is better than the

stepwise model.
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9.0 Models for Other Locations in the Basin

The similar model development procedure is done for all data sets and presented in tabular
form in Tables 9A, 9B, 9C, 9D, and 9E respectively.

Table YA: Model variables selection for overall dala sets

Site Method of variable’ Selected variables
selection R2
St37 Best subset SS+CON+TUR+Q 0.809
Stepwise SS+CON+TUR+Q+TN+ClI 0.811
St56 Best subset SS+TUR (.753
Stepwise SS+TUR+Q+CI 0.756
St75 Best subset SS+TN+TUR+CON 0.939
Stepwise SS+TN+TUR+CON+Q+Cl 0.949
SU76 Bestsubset SS+TUR+Q 0.797
Stepwise SS+TUR+Q+Cl 0.812
St78 Bestsubset SS+TN+Q 0.747
Stepwise SS+TN+CON 0.647
St80 Bestsubset SS+Q+Cl ().897
Stepwise SS+Q+CI+CON 0.897
Table 98: Model variables sclection for Fall-season data sets
Site Method ol variable Sclected vuriualcs
selection R2
St37 | Best subset TUR+CI ' 0.778
Stepwise TUR+CI 0.778
St56 Best subset SS+TN+CON 0.941
Stepwise SS+TN+Cl 0.93]
St75 Best subset SS+TN+TUR 0.861
Stepwise SS+TN+TUR+CON 0.874
St76 Bestsubset SS 0.923
Stepwise §§+Q 0.924
St78 Bestsubset SS 0.842
Stepwise SS+TN+TUR+CON+C] (.854
St80 Bestsubset SS+Q+TN (0.833
Stepwise SS+Q+TUR+CON 0.772
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Table 9C: Model variables selection for Spring-season data sets

Site Method of variable Selected variables
selection R2
St37 | Best subset SS§+TN+TUR+CON 0.907
Stepwise SS+TN+TUR+CON+ClI 0.912
St56 Best subset SS 0.979
Stepwise SS+TN+Q+TUR 0.981
St75 Best subset SS+TN+TUR+CON 0.983
Stepwise SS+TN+TUR+Q 0.979
St76 | Bestsubset SS+Q 0.990
Stepwise SS+TUR 0.883
St78 Bestsubset SS+TN 0.797
Stepwise SS+TN+CON 0.812
St80) Bestsubset SS+Q 0.954
Stepwise Q+TUR 0.944
Table 9D: Model variables selection for Summer-season data sets
Site Method of variable Selected variables
selection R2
St37 Best subset SS+TN+TUR+CON 70.04
Stepwise SS+TN+TUR+CON 70.04
St56 | Best subset TN+TUR 0.874
Stepwise TN+TUR+CON 0.883
St75 Best subset SS+TUR 0.454
Stepwise SS+TUR+Q 0.486
St76 Bestsubset 1 SS+TUR+Q+Cl 0.698
Stepwise TUR+Q+CI 0.198
St78 Bestsubset TN+TUR+Q 0.675
Stepwise SS+TUR 0.571
St80 Bestsubset SS+Q+Cl 0.883
Stepwise SS+Q 0.390
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Table 9E: Model variables selection for Winter-season data sets

Site Method of variable , Selected variables
selection ' R2
St37 | Best subset SS 0.897
Stepwise SS+CON 0.955
St56 Best subset SS+TN+TUR+CON 0.816
Stepwise TN+Q 0.371
St75 | Best subset SS+TN+TUR+CON 0.985
Stepwise SS+TN+Q+CON 0.949
St76 Bestsubset 55 0.934
Stepwise SS+TN+Cl 0.933
St78 Bestsubset SS+TN+CON 0.800
Stepwise SS+TN 0.786
St80 Bestsubset TUR+Q+CON 0.992
Stepwise SS+CON 0.942

9.1 Final Model Selection

The final model for all data sets were selected on the basis of RZ where number of

regressors are equal. Where the number of regressors are not equal, the model were
selected on the basis of F-statistic. However, when the F-statistic is not very large (i.e., F-
statistic = ¥), the smaller model is selected considering the economical aspect of data
collection of more number of explanatory variables.

presented in tabular format in Tables 10A, 10B, 10C, 10D, and 10E respectively.

Table 10A: Final Models for Overall data sets

Again, the selected model are

Site Model RZ
S137 | TP=0.04742+0.00074 S5+0.00146 TUR+0.00001 Q-0.00007 CON 0.809
S156 | TP=0.01489+0.00097 SS+ 0.00363 TUR 0.753
SI75 | TP= 0.05087+0.00087 SS+0.01606 TN+0.00117 TUR-0.00012 CON | 0.939
S176 TP - 0.1734510.00034 SS10.00062 TUR-0.00003 () 0.0019 CI 0.812
S78 | TP=-0.01358+0.00134 SS+0.02488 TN+0.00001 Q 0.746

SI80 | 1P=-0.04087 1000024 SS10.00012 Q 10.0027 Cl 0.897
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Table 10B: Final Models for Fall-scason data sets

Site Model R2

St37 | TP=0.04843+0.00272 TUR-0.00266 CI 0.778
St56 | TP=0.07905-0.00089 SS+0.25490 TN-0.00072 CON 0.941
St75 | TP=0.01723+0.00079 SS§+0.00939 TN+0.00083 TUR 0.861
St76 | TP=0.0312740.00199 SS 0.923
St78 | TP=-0.03768+0.00599 SS 0.842
S180 | 'TP=-0.01543+0.00008 SS+0.0089 TN+0.00009 Q 0.833

Table 10C: Final Models for Spring-season data sets

Site Model RZ

S137 | TP=0.03331+0.00087 SS+0.01714 TN+0.00159 TUR-0.00011 CON 0.907
St56 | TP=0.027+0.002 SS 0.978
St75 | TP=0.06373+0.00069 SS+0.01562 TN+0.00131TUR-0.00016 CON 0.983
St76 | TP=0.03107+0.00057 SS+0.00001 Q 0.990
St78 | TP=-0.07397+40.00132 SS+0.04970 TN 0.797
St80 | TP=0.01119+0.00020 SS+0.00014 Q 0.954

Table 10D: Final Models for Summer-season data sets

Site Model R2

St37 | TP=0.07098+0.00104 SS-0.01191 TN-0.00011 CON+0.00129 TUR 0.704
St56 | TP=-0.20760+0.22501 TN-0.01819 TUR 0.874
St75 | TP=0.02345+0.00101 SS+0.00104 TUR 0.454
S176 | TP=0.35043+0.00135 SS+0.01002 TUR -0.00016 Q-0.00558 CI 0.698
St78 | TP=0.00251+0.00053 SS+0.00315 TUR+0.00004 Q 0.675
St80 | TP=-0.10517+0.00024 SS+0.00016 Q+0.00678 CI 0.883
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Figure 5 presents the linear plot of observed and model-computed TP lcvels..‘ ®
Similar plots were plotted for other data sets and it is noted that the total phospporus (TP)
concentration levels agglorﬁcratcs bctwecn 0 to 0.2 mg/L, indicating the possil;ility of so- |
called buffer-action of suspended sollds Thc points of higher TP lcvcl’mdlcatc the
possibility of sudden entry of phosphorus in form of surface runoff as a resul of rainfall or :
snow-melting events. Figure 6 prcscms the residual plot ascertaining that the residuals are. ;

nearly normally distributed. Figure 7 presents the comparison of obsﬁwcd and model-

¥ s
| computed TP levels for Fall-season at St56 indicating a good agreement between thc '-‘"- T
. 'K =
. it
observed and model-computed TP levels. b ; ; ‘, !
A 5 G

1 ':‘:
. !
’

Similar plots from Figure 8 to 19 are presented for annual and seasonal data sets a;
St56. The plots for annual and seasonal models at other locations of the basin wcrx

examined and found similar and in good agreement with the observed data.
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10.0 Conclusions

Useful regression models for predicting phosphorus concentrations from other
constituents were developed for selected locations for both annual and seasonal
concentrations in the Grand River Basin. As most of the regression models are successful
in explaining more than 90% .variability in the total phosphorus levels, the developed
- \
models may be used forthe prediction of missing observed values. However, the
variability of the results from one location to another indicate that a general model was not
obtained to predict the total phosphorus concentration levels at one location, given levels
at another location. Furthermore, the explanatory variables for total phosphorus prediction
change seasonally; this finding is consistent with the knowledge that the major portions of
phosphorus are influenced by the prevailing migration pathways at the time and
phosphorus portions are regenerated dpe to the limnological transformations which

depend upon mixing and other physical conditions at the observation location.

The study findings strongly suggest that suspended solids play an important role in
prediction of phosphorus and consequently, control problems associated with the growth
of aquatic plants in the basin. The strong relationship of phosphorus with suspended solids
and twrbidity indicate the source of phosphorus from surface water runoff while total

nitrogen indicates the source from ground water.

About the regression modeling, it is noted that when the data set contains a
number of missing values and explanatory variables are strongly correlated, it is not

necessary that the model selected by stepwise regression procedure will be the best model.

¥
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This fact has been highlighted in the study and it is found that the best subset procedure

as described in the text evolves a better model.

It was concluded that the first few parameters in each model are of, by far, the
greatest significance. The‘ water quality parameters such as suspended solids (SS),
turbidity (TUR), and total nitrogen (TN) play major roles in the prediction of total
phosphorus (TP) levels. In some cases SS levels alone explain more than 90% variability
in TP levels. Similarly, wrbidity and total nitrogen are also found to explain significant
portions of phosphorus concentration level variation, if taken alone as the explanatory
variable. The suspended solids and streamflow (Q) are found to be highly correlated and
hence, taking suspended solids as the ckplanalory variable, very little increase in R-square
value occurs after adding Q in the explanatory variable set. On the other hand, the addition
of turbidity in the explanatory set (consisting SS), which is also strongly correlated with
suspended solids, increases the ‘R-squa'rc value significantly. The other water quality
parameters such as conductivity (CON) and chloride (Cl) play a minor role in the
prediction of total phosphorus levels as their addition as explanatory variables in the

model, the R-square value in most of the cases improve marginally.

Therefore, the eutrophication problem might be tackled in accordance with the
location needs and the regression models could be used to provide the information
regarding the the sources of phosphorus whether it is surface water and/or ground water,
and location characteristics such as mixing etc. In 1976 and onwards, most of the
domestic wastewater was being treated to the secondary treatement level removing over
80% of the phosphorus and over 90% of the BODs and suspended solids in the basin,
reduced the phosphorus levels to a significant extent, but still phosphorus levels are much

y
above the critical level (0.100 mg/L as per Grand River Conservation Authority, May

1979). As phosphates are tenaciously adsorbed by the soil colloids and move from farm




lands into streams through erosion of top soil particles on which it is adsorbed, this study
strongly suggests that good soil conservation practices which prevent erosion might be the

most effective means of controlling the eutrophication problems in the Grand River basin.
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Figure 7:Comparison of Observed and Computed
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Figure 8:Linear Plot of Con*lputed and Observed

TP Levels for Summer-season at St56.
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Figure 11:Linear Plot of Computed and Observed

TP Levels for Winter-season at St56.
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Figure 13:Comparison of Observed and Computed
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Figure 14:Linear Plot of Computed and observed
Tp Levels for Spring-season at S156.
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Figure 16:Comparison of Observed and Computed
TP Levels for Spring-season at St56.
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Figure 17:Linear Plot of Computed and observed

TP Levels for Overall Data at St56.
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Figure 19:Comparison of Observed and Predicted

RO

TP levels for Overall Data(1972-1979)
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APPENDIX 2-2

WATER QUALITY CONTROL UNDER UNCERTAINTY

ABSTRACT

Water quality of the effluent from a treatment plant has random variations. In addition, the
receiving waters are affected by random noises due to uncertainty in initial conditons,
non-point source loading, parameters that define decay, reaeration. and source terms such
as photosynthesis activities, among others. The measurement noise is another random
factor. It is safe to assume that the underlying random characteristics of all but the
effluents to be uncontrollable when considering the design of a treatment plant. The
proposed work presents a new design procedure that relates the means and coefficients of
variation of effluent to the probability of meeting the water quality standards of the
receiving waters. The proposed procedure is an alternative method to the Monte-Carlo
method which normally requires thousands of simulations thus muking the method
unattractive to large problems. The new method is more accurate than the first-order
analysis which can not consider the dynamic randomness in parameters. Numerical
examples are presented to illustrate the proposed methodology.

INTRODUCTION

Current practices in treatment plant design include concepts based on reliability
[Tchobanoglus and Burton (1991)]. Because the effluent quality is not deterministic
(Bohnke, et al. (1983)], it is necessary to consider design under uncertainty. However, the
design methods so far generally do not consider directly the uncenainty of water quality in
the receiving bodies ol water although considering the receiving water body interactions
when designing a treatment plant may produce an optimal design in terms of reduced costs
[ Rossman (1989)] subject to satisfying the receiving body water quality standards at a
specified reliabilitv. In this paper a new design procedure is proposed that relates the mean
and coefficient of variation of the effluent water quality to the minimum DO level in the
reach that is achieved with, for example, 95% reliability.

Although it is possible to use Monte-Carlo methods. the number of simulations required
for higher confidence levels is very large [Papoulis (1991)]. When the number of water

64




quality indicators modeled become many, the Monte-Carlo method becomes impractical
The alternative method of first-order analysis that cornputes the mean and variance of
waler quality indicators directly is not suitable when model parameters such as the first-
order decay coefficient is considered a random process, that is, they randomly vary along
the reach of the river [ McBean et al. (1994)]. The proposed method is more suitable for
treatment plant design problems because it combines the advantages of the first-order
analysis method and the Monte-Carlo method.

PROBLEM DESCRIPTION

Consider a single river reach with a treatment plant discharging at the head o the reach.
For pedagogical reasons only the Carbonaceous Bio-Chemical Oxygen Demand (BOD)
and Dissolved Oxygen (DO) are modeled. Consider the following set of differental
equations for BOD (variable x,) and DO (vanable x,).

iii:Ax+b (1)
dt

-

where matrix A = [ where k; is the BOD (mg/l) decay rate (1/day), k; is the

5
52 T kzDs
BOD in mg/l/day, s, is the net non-point source of DO (mg/l/day) including that is due to
the photo-synthesis, and D; is the saturation concentration of oxygen (mg/1) [Zielinski
(1988)]. The initial BOD and DO conditions at the head of the reach, the parameters of
the model, the source terms s, and s, all'may be considered random. In particular, the
parameters of the model k, and k; are assumed to vary randomly along the reach of the
river. Because the effluent discharge is assumed to be at the head of the reach of the river,
the mean and variance of the effluent discharge can be added to the mean and variance of
the initial conditons. Equation (1) is a set of stochastic differential equations with non-

smooth solutions. Therefore, stochastic calculus s required for integration [Jazwinski
(1970)).

rcaeration rate (1/day) and b= } where s is the net non-point source load of

For the purpose of this paper, the means of k; and k; are assumed as 0.5 and 0.65,
respectively, with the step length in the stochastic numerical integration = 0.01. The values
sy, 82, and D, are all assumed deterministic for this presentation with values of 3.0, 0.5,
and 10.0, respectively. Figure | presents sample DO profiles determined using the
stochastc calculus for the initial condition of 10.0 and 8.5, respectively, for the BOD and
>0 values. The effective standard deviation of both parameters k, and k, are equal to

10% of their respective mean. By simulating such profiles many thousands of times for
each possible initial condition, the minimum DO level in the reach that is exceeded 95% of
the time can be determined. However, the proposed methodology directly estimates that

mformation at a considerably reduced cotmputing ume using the moment equations
desenbed below.
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PROPOSED METHODOLOGY

Using Ito’s stochastic calculus [Jazwinski (1970)], a set of moment equations that
describe the mean and second moment of the solution of the stochastc differential
equations in (1) can de derived. The following is the result under the assumptions of
candom initial conditions and independently distributed random first-order rate parameters;
lor {urther details with correlations and other randomness in source terms see Finney et al.

(1983):

dy
—=Ay+b, (2
dt ¥ ¥

‘, .
where yT = [ E(x; JEl%5 ), E(.‘Cf’ ), E(x;x5), E(x3)], T means transpose and E(.) is
the expectation operator. The matrix Ayisa5 by 5 matrix whose rows (from row | to row

>

5) are given as: [—/(1, 0,0,0, 0]. [—kl,—k,_,_,0,0, O]. [251,(),—2](1 4= GEI ,0, 0],
L5 + Dy, 51, —ky + 0% ,—k; = ky, 0], and

[0.2(55 + Dks — DSO’%: )’G;\l‘; —2ky, 2k, + Gi: ], respectively, and

2 .2 e . G % .
b? (51,8, + k. D,, 0,0, D; Ok, ]. Therefore, the original set of stochastic differential

equations have been reduced to a set of equivalent deterministic equations for the first and
second moments of BOD and DO concentration profiles. Equation (2) can now be
integrated numerically using any standard scheme to find the mean and variance of the
solution profiles of the original problem. For problems with three or more differential
equations, an automatc t‘ormu’lat.ionamethodology has been developed by Curl and Unny
(1991). ;

A

RESULTS AND CONCLUSION

Figure 2 presents results from the moment equations for the same data above and for
different BOD source means and coefficient of variations. On the y-axis the 95% reliable
minimum DO achieved in the reach is plotted versus coefficient of variation in the source
BOD in the x-axis. The different curves correspond to different mean values of source
BOD. that is, of the effluent. It is clear that, for a given mean value of source BOD,
increasing the coefficient of variation brings down the minimum DO. Also, for a given
coclficient of variation, increasing the mean brings down the minimum DO. Both results
are as expected. Suppose the 95% reliable minimum DO is 5 mg/l, and the expected
coefficient of variation (which may be dictated by the available technology and cost) is
20%. then. in order to meet the water quality criteria in this particular example, the mean
of the effluent BOD can not exceed about 9 mg/l. Further, the methodology can easily be
extended to multiple reaches and multiple water quality criteria. It is also possible to
derive functional relationships and use them in an optimization model which may be used
to design treatment facilities for an entire region. The probability distribution of DO in the
ceach is assumed normally distributed. However, if there is a strong indication of non-
normality, then the Thebycheff inequality [Papoulis (1991)] may be used to estimate the
reliability using the means and standard deviations of the DO values in the reach.
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In conclusion, the proposed methodology enhances current treatment plant design
techniques by taking into consideration the variability or uncertainty in both the effluent
and the receiving water bodies. The water quality reliability criteria is also explicitly
considered.
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APPENDIX 3
LABORATORY WORK

BOD DATA
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BOD OF BLANK AT 20°C

ttle #  |Sampling ~ |Sample  |(Initial  |Final _|Sample  {(D1-D2) {(B1-B2)
|Tme | |66 DO |Volume |}

m/d/y h:mm (mg/L)  |(mg/L) {(mls) (mg/L)  |(mg/L)
313| 4/4/9421:15(B@20 | 821 868 . | -0.47
661 4/5/94 7:30/B@20 | 826, 8341 -0.68
_552| 4/5/94 12:00/B@20 821 8311 = -0.1
571 4/5/94 12:45|B@20 8.21 8.34 0.13
__487| 4/5/94 15:45|B@20 8.26 7.93 0.33
92| 4/5/9415:45/B@20 8.26 8.27) . -0.01
387| 4/5/94 22:10/B@20 . 8.22 8.311 -0.09
662| 4/6/9410:45/B@20 - 8.21 845/ -0.24
201| 4/6/94 23:30/B@20 | = 8.26)  8.34) = -0.08
83| 4/7/94 11:45/B@20 | 821 832 -0.11
65| 4/8/94 11:45|B@20 8.25|  8.27) -0.02
_80| 4/9/94 13:00\B@20 8.26 8.29] -0.03
221| 4/10/94 17:00|B@20 8.23 8.23 0
395 4/11/94 16:15|B@20 8.26 8.15 0.1
520| 4/12/94 16:00/B@20 8.28 5T 0.21
412| 4/13/94 17:00/B@20 - 823] 7.94 B 0.29
511| 4/15/94 18:00(B@20 8.26 8.28 B -0.02
584| 4/18/94 21:00|B@20 | 831 755 I 0.76
278| 4/21/94 18:00|B@20 | 823 713/ 1.1
92| 4/26/94 18:00|B@20 |  8.23 3.86| o 4.37
563|  5/2/94 9:00|B@20 826/  3.64| | 4.62
115/ 5/6/94 9:00|B@20 8.26|  3.65 ] | asl
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BOD OF BLANK AT 30°C

jottle #  |Sampling ~ |Sample Initial Final Sample (D1-D2) (B1-B2)
|Time ~_|pO.  |DO.  |Volume |
m/d/y h:mm (mg/L) (mg/L) (mis) (mg/L)  |(mg/L)
_679] 4/4/94 14:30B@30 o 6.91 6.84) 0.07
87| 4/4/94 17:00 B@30 6.96 | I 0.16
96| 4/4/94 22:30|B@30 6.96 7.69 -0.73
431 4/5/94 7:00|B@30 .’ 6.92 7.26 -0.34
573| 4/5/94 11:30|B@30 6.96 7.09 -0.13
420| 4/5/94 15:15/B@30 . 6.98 7.02 - -0.04
559| 4/5/94 21:30|B@30 6.95 7.18 - | -0.23
71|  4/6/94 10:10|B@30 6.94 7.22 -0.28
55| 4/6/94 23:00|B@30 6.93 7.21 | -0.28
436| 4/7/94 11:15|B@30 - 6.9  7.05 | -0.s8
423| 4/8/9411:00B@30 |  6.96 6.96 0
569| 4/9/9412:15/B@30 |  7.02  7.09| -0.07
116| 4/10/94 16:20(B@30 6.96 6.51 B ~0.45
58( 4/11/94 15:40|B@30 6.95|  6.43 i i 0.52
167| 4/12/94 15:30|B@30 | 693 486 g - 2.07
(50| 4713/94 17:15(B@30 101 4.92 . 209
80| 4715794 17:15B@30 6.95 4.3 I I 2.65
623| 4/18/94 20:30|B@30 6.93 4.33 2.6
637| 4/21/94 17:15/B@30 6.91 438| 2.53
557| 4/25/94 17:00|B@30 k 6.97| 297 4
324|  5/2/94 9:00/B@30 | 7 4.65 | 235
379|  5/6/94 9:00/B@30 6.9 6 0.9
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BOD OF BLANK AT 35°C

Bottle #  |Sampling Sample Initial Final Sample (D1-D2) (B1-B2)
e B0, DU, Noums
m/d/y h:mm + _|tmg/L) (mg/L) (mls) (mg/L)  |(mg/L)
114| 4/4/94 17:30|B@35 .| 6.56|  6.55 0.01
419| 4/4/94 21:45|B@35 6.63 7.08 -0.45
368 4/5/94 7:20|B@35 6.57 7.22| | ___-0.5
101| 4/5/94 11:40|B@35 . 6.63 6.72 | 009
94| 4/5/94 15:20/B@35 . 646 65 -0.04
85| 4/5/94 21:50|B@35 6.65 6.75 | -0a
410! 4/6/94 10:30|B@35 6.57 6.95 -0.38
414| 4/6/94 23:15|B@35 B 6.64 6.88 | -0.24
493| 4/7/94 11:30|B@35 6.54 6.88 -0.34
3850 4/8/94 11:30|B@35 6.63 6.9 T 0,27
136G/ 4/9/94 12:40(B@35 |  6.57|  6.87 1 ) -0.3
447| 4/10/94 16:45|B@35 6.63 6.78| -0.15
98| 4/11/94 16:00|B@35 6.55 6.6 | -0.05
270| 4/12/94 15:45|B@35 6.64 6.58 N ~ 0.06
645| 4/13/94 17:30/B@35 6.58 4.89 1.69
533| 4/15/94 17:35/B@35 6.65| 4 2.65
498| 4/18/94 20:45|B@35 6.56 3.31] e 3.25
367| 4/21/9417:30B@35 |  6.66 407 B 2.59
693| 4/26/94 17:30|B@35 6.5 4.07 2.43
663 5/2/94 9:00|B@35 6.66 2.3 : " 4.36
475 5/6/94 9:00|B@35 6.62| = 2.32 43
362 5/6/94 9:00|B@35 6.5 1.97 i 4.53
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BOD OF BLANK WITH

INHIBITATOR AT 20°C

Jottle #  |Sampling Sample Initial Final Sample (D1-D2) (B1-B2)
~ |Time | |D.O. D.O.  |Volume o

m/d/y h:mm limg/l) |imgiL) (mis) (mg/L) _|tmg/L)
88| 4/4/94 21:30|B+1@20 8.39 8.85 | | 046
574|  4/5/94 7:35|B +1@20 8.36 9.05 -0.69
215| 4/5/94 12:00(B+1@20 8.37 8.53 ~__-0.16
186| 4/5/94 12:45|B+1@20 835| 852 e ~-0.17
376| 4/5/94 15:50|B +1@20 8.4 8.43 ~ -0.03
338| 4/5/94 22:10|B 1+ @20 1 8.37 8.51 N 014
432| 4/6/94 10:45|B+1@20 837 8.58 021
303| 4/6/94 23:30(B+1@20 8.37| 849 ! -0.12
246| 4/7/94 11:45|B+1@20 8.37 8.47 -0
108| 4/8/94 11:45|B+1@20 8.35 8.14 0.21
538| 4/9/94 13:00|B+1@20 8.39 8.55 ~ -0.16
58| 4/10/94 17:00(B+1@20 |  8.35 8.41 N -0.06
503| 4/11/94 16:15|B+1@20 | 839 825 0.14
288 4/12/94 16:00|B +1@20 8.39 8.26 0.13
118 4/13/94 17:00(B+1@20 8.09 7.66| 0.43
676| 4/15/94 18:00|B +1@20, 8.34 8.75 -0.41
633| 4/18/94 21:00|B +1@20 8.39 8.79 = -0.4
100 4/21/94 18:00|B+1@20 | 834 88 B -0.46
427| 4/26/94 18:00|B+1@20 8.33 ya4l 0 0.99
622| 5/2/949:.00(B+I®@20 | 829 738 | 0.91
576/  5/6/94 9:00|B +1@20 8.37 7.69 0.68
95|  5/6/94 9:00|B +1@20 8.37 7.66 0.71




BOD OF BLANK WITH INHIBITATOR AT 30°C

Bottle # Sampling ~ |Sample  |[Initial  |Final  }Sample (D1-D2) (B1-B2)
Time ] D.0.  |D.O. ~|Volume | )

m/d/ly h:mm  |imgL) (mg/l)  |(mls) (mg/l)  |img/L)
327| 4/4/94 15:30|B+1@30 731 7.0 0.26
197| 4/4/94 18:00|B +1@30 726  7.28) | i -0.02
420| 4/4/94 22:30|B+1@30 |  7.32|  7.96 | o064
108  4/5/94 7:15|B+1@30 |  7.24|  7.76| W | -0.52
86| 4/5/94 11:30|B+1@30 7.32 7:27 0.05
G54| 4/5/94 15:15|B+1@30 |  7.24|  7.24| 0
308 4/5/94 21:30(B +1@30 7.24 7.29 - -0.05
191| 4/6/94 10:10B+1@30 |  7.28)  7.47| | -0.a9
35| 4/6/94 23:00|B+1@30 7.23 7.45 | -0.22
509| 4/7/94 11:15|B+1@30 |  7.22|  7.35 1 | -013
578| 4/8/94 11:00|B+1@30 o 69 -6.9
- 419| 4/9/94 12:15/B+1@30 i 7.32 7.37 - -0.05
_ 516 4/10/94 16:20|B +1@30 7.24 L2011 I 0.09
603| 4/11/94 15:40/B+i@30 | 73| 716/ | 0.14
430| 4/12/94 15:30|B +1@30" | 723 7 7 0.22
602| 4/13/94 17:15|B+1@30 |  7.28|  7.04| 0.21
369| 4/15/94 17:15/B+1@30 |  7.31|  6.22] | 1 1.09
 689| 4/18/94 20:30|B+1@30 7.28 7.6 _ -0.32
283| 4/21/94 17:15|B+1@30 7.29 Z N -0.82
539| 4/25/94 17:00|B+I@30 |  7.26| 658 | | 0.68
527|  5/2/94 9:00|B+1@30 135 6.33| N D 0.92
287\ 5/6/949:00(B+1@30 | 73|  6.24 N 106
481 B+1@30 7.31 7.31




BOD OF BLANK WITH

INHIBITATOR AT 35°C

lottle # Sampling Sample ~|Initial  |Final Sample  |(D1-D2) |(B1-B2)
Time D.O. D.0. Volume N N

m/d/y h:mm (mg/L) (mg/L) (mls) (mg/L) (mgiLl
43| 4/4/9418:30|B+1@35 | 6.6  6.67| -0.07
162| 4/4/34 21:45|B+1@35 6.59  7.18 | -0.59
AGG|  4/5/94 7:20|B 1 1@35 6.53 793 | -o08
678| 4/5/94 11:40|B+1@35 _66] 6.7} o, 0.1
356| 4/5/94 15:30|B+1@35 651 678 -0.27
125| 4/5/94 21:50|B +1@35 6.54 6.69 | -0.15
535 4/6/94 10:30|B + 1@35 6.51 7.04 -0.53
102| 4/6/94 23:15|B+1@35 |  6.49| 693 0.44
258| 4/7/94 11:30|B+1@35 6.59 6.9 - -0.31
409 4/8/94 11:30[B+I@35 | 659  6.92| 0.33
629| 4/9/94 12:40|B+1@35 | 6.5 6.54 | -0.04
__.274| 4/9/94 12:40|B+I@35 6.33| . 2.63 3.7
113| 4/10/94 16:45|B+1@35, 6.61 6.85 - -0.24
97| 4/11/94 16:00|B+1@35 6.48 6.71 -0.23
69| 4/12/94 15:45/B+1@35 |  6.58|  6.74| -0.16
47| 4/13/94 17:30|B+1@35 |  6.61 658 0.03
508| 4/15/94 17:45|B+1@35 653  6.85 -0.32
406| 4/18/94 20:45|B + @35 6.5 7.46 i 0.96
353| 4/21/94 17:30|B+1@35 |  6.55|  8.19 1 -1.e4
454| 4/26/94 17:30|B +1@35 6.52 5.98 054
279| 5/2/949:00{B+1@35 | 6.5 5.63 | o087
438|  5/6/94 9:00|B +1@35 6.6 587 0.73
691|  5/6/94 9:00|B + @35 6.59 5.77 0.82
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BOD OF GLUL™S SLUTAMIC ACID 20C
spling  [Sample  [Initial al [Sample  [(D1-D2)  [(B1-B2)  |B.0.D
me | |po. ~ |Volume R
/diy h:mm ~|(mg/L) (mg/l)  |(mls) C{tmg/L)  |img/L) {mg/L)
1/4/94 21:15/GG@20 | 838/ 88| 6|  -042| 047125
1/5/94 0:45|GG@20 84| .08 6 032|  -0.47[39.5
4/5/94 7:30|GG@20 8.4 8.22 6 0.18|  -0.68|43
1/5/94 12:00|GG@20 8.42 7.73 6 0.69 0.1]39.5
A/5194 22:15|GG@20 | 8.41| 5989 6|  2.42|  -0.09{1255
4/6/94 10:45|GG@20 8.27| 558 6 2.69|  -0.24/1465
4/6/94 23:30|GG@20 8.39 5.56 , 6 2.83 -0.08(145.5
/7194 11:45/GG@20 _ _8a1| 54/ 6| 301 0111156
1/8/94 11:45|GG@20 8.36 4.15 6 4.21 -0.02|211.5
1/9/94 13:00|GG@20 8.42 3.65 6 4.77 0.03|240
1/10/94 17:00{GG@20 8.4 3.46 6 494/  0f247
4/11/94 16:15/GG@20 8.43| 3170 6 5.26/  0.11|257.5
A/12/94 16:00|GG@20 |  8.41 2.98 6 5.43 0.21[261
A/13/94 17:00(GG@20 | 839 303 6 536/  0.29|253.5
4/15/94 18:00|GG@20 |  8.36 2.9 6|  546|  -0.02{274
4/18/94 21:00|GG@20 8.39 2.3 6|  6.09 0.76|266.5
4/21/94 18:00|GG@20 8.39 0.86 6 753 1.1|3215
4/26/94 18:00|GG@20 8.41 0 6|  8.41 4.37|202
5/2/94 9:00(66@20 | 84| ol s 841  462]1895
5/2/94 9:00|GG@20 839 00n- 6 = 84  462/18
5/2/94 9:00|GG@20 | 839  002| 6 837| _ 4.62|187.5
- 5/2/94 9:00|GG@20 8.36 0.02 6 8.38 4.62|188
5/2/94 9:00|GG@20 0.01} 6 0.01]  4.62|-2315
5/2/94 9:00/GG@20 8.4 oo1f 6 _ 839 4.62/188.5
5/2/94 9:00/GG@20 . |  '8.41}  0.02 6 8.39]  4.62/1885
5/2/94 8:00|GGC@20 B3 0.03 6l _ 8.37 4.62|187.5
5/2/94 9:00|/GG@20 | 84|  of 8| 8.4  4.62/189
5/2/94 9:00|GG@20 8.39 0 6 8.39 4.62(188.5
5/2/94 9:00|GG@20 841 o004 B 8.37 4.62(187.5
5/6/94 9:00|GG@20 8.41 0.04 6| 837  4.61{188
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BOD OF GLUCOSE GLUTAMIC ACID 30°C

Sempling  |Sample [Initial  [Final Sample  [(D1-D2)  [(B1-B2)
lime D.O. D.O. Volume | ol
mid/y himm hng!L] o (mg/uf 7 {mls] (mga/L) (mg/L)
/4194 14:30|GG@30 6.76 ' 6.8 5 -0.04|  0.07|-6.
4/4/194 17:00|GG@30 6.88 6.77 5 0.11 0.16
4/4/94 22:30|/GG@30 | 6.76] 551 - 1.25)  -0.7311°
4/5/94 7:00|GG@30 69| 514 5 1.76|  -0.34[1
1/5/94 11:30|GG@30 675 493 . 5 1.82 -0.13
1/5/94 15:15|GG@30 6.74 4.89 5 1.85 -0.04
1/5/94 21:30|GG@30 6.87 4.85 5 2.02 -0.23
4/6/94 10:10|GG@30 6.9 4.76 5 2.14 -0.28(145.2
4/6/94 23:00|GG@30 |  6.88)]  4.65 5| 2.23]  -0.28|1
1/7/9411:15|GG@30 |  6.86]  4.44 5 2.42|  -0.15|154.
1/8/9411:00/GG@30 |\ 689 375 5 3.4 0/188.4
4/9/94 12:15|GG@30 6.89 3.6 5 3.29 -0.07
4/10/194 16:20/GG@30 |~ 6.83)  3.19 5 3.7 0.45
4/11/94 15:40|GG@30 6.78 3.2 S _3.58 0.521183.6
4/12/94 15:30|GG@30 6.88 3.03 o _3.85 2.07
4/13/94 17:15|GG@30 6.9 .18/ 8 . 3721 209|978
4/15/9417:15|GG@30 | 687|289 5  3.98 265
4/18/94 20:30|GG@30 6.74 2.34|. 8 %4 _2.6]108
4/21/94 17:15|GG@30 6.9 2.22 5 4.68 2.53
4/25/94 17:00|GG@30 6.85 245 5| 44| 4
~ 5/2/94 9:00|GG@30 6.89 014/ 5| 675 2351264
5/2/94 9:00|GC@30 6.76 0.04 5 6.72 2.35
5/2/94 9:00/GG@30 | 689 004 5 685  235/270
5/2/94 9:00|GG@30 ~ |  6.87]  0.05 5| 6.82| 235
5/2/94 9:00|GG@30 ~ 6.87| 0.0 5 6.82 235
5/2/94 9:00/GG@30 |  6.83 9 5 _6.83] 2.35
5/2/94 9:00|GG@30 6.89 1.1 5 5.79 2.35
5/2/94 9:00|GG@30 |  6.87|  3.04| 5|  3.83 235
5/2/94 9:00|GG@30 6.76 0.06 5 6.7 2.35
5/6/94 9:00|GG@30 _6.87] 0.2 5 6.67 0.9
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BOD OF GLUCOSE - GLUTAMIC ACID AT 35°C

sampling Sample Initial Final _|Sample (D1-D2) (B1-B2) B.0O.D.
Time o ~__|bo.  |b.O. Volume | | -
m/dly himm (mg/L) (mg/L)  ‘|(mls) (mg/L) (mg/L) (mg/L)
1/4/94 17:30|GG@35 6.64| 6.5 . 5| 014/  0.01{7.8 ,
4/4/94 21:45|GG@35 |  6.61|  5.97| 5 0.64 0.45|65.4
4/5/94 7:20|GG@35 6.62 4.54 5 2.08 0.65(163.8
4/5/94 11:40|GG@35 6.56 4.3 5 2.26 0.09(141
4/5/94 15:20|GG@35 | 6.66 4.32| 5 2.34 -0.04/142.8
4/5/94 21:50|GG@35 6.57 429 5 2.28 -0.1[142.8
4/,/94 10:30|{GG@35 |  6.65|  4.04 5 261  -0.38{179.4
4/6/94 23:15|GG@35 | 655  292) 5/  3.63]  -0.24/232.2 _
4/7/194 11:30|GG@35 6.64 3.96 5 2.68| 0.34/181.2
4/8/94 11:30|/GG@35 | 657  279] 5 3.78|  -0.27{243
A/9/94 12:40/GG@35 | 665 222 b 4.43|  -0.3|283.8
4/10/94 16:45/GG@35 | 6.54 2.06 5| 448  -0.15/277.8
4/11/94 16:00|GG@35 6.64]  1.97 5 4.67 -0.05|283.2
4/12/94 15:45|GG@35 |  6.63| 201 5 462  0.06/273.6
4/13/94 17:30|GG@35 |  6.57 017 5|  6.4| 1692826
4/15/9417:35|GG@35 | 656/ 005/ 5/  651|  265/231.6
1/18/94 20:45|GG@35 | 653 004 5 649  3.25(1944
4/21/94 17:30|GG@35 6.56 0.04 5 6.52 2.59(235.8
4/26/94 17:30|GG@35 6.65 0.17 5 6.48 2.43|243
5/2/94 9:00/GG@35 | 665 01} 5 655 =~ 4.36/131.4
6/2/94 9:00|GG@35 | 657)  0.02 5. 655  436]131.4
5/2/94 9:00/GG@35 |  6.65 0.02 o 6.63 4.36|136.2
5/2/94 9:00|GG@35 665 0.01} 5 6.64 4.36|136.8
5/2/94 9:00|GG@35 6.55 0.03 5 6.52 4.36/129.6
hi2/94 9:00|GG@35 665 o s/ 665  4.36(137.4
5/2/94 9:00|GG@35 6.57 0.04 5 6.53 4.36/130.2
5/2/94 9:00|GG@®35 6.58 0.02 5 6.56 4.36/132
5/2/94 9:00|GG@35 6.66 0.02 5 6.64|  4.36(136.8
5/6/94 9:00|GG@35 6.56|  0.15 5 6.41 4.415(119.7
5/6/94 9:00|GG@35 6.66 0.13 5 6.53|  4.415(126.9
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BOD OF GLUCOSE - GLUTAMIC ACID WITH INHIBITATOR

AT 20C
Smpling Sample Initial Final Sample  [(D1-D2) [(B1-B2)  [B.O.D.
[ERRTR D.0. D.O. Volume o S
aeekly homm {mg/L) (mg/L) (mls) (mg/L) (mg/L)  |(mg/L)
1/4/94 21:30|GG+I@20 |  833| 883 6/ 05  -046[-2
A4/5/94 0:45|GG +1@20 8.28{  8.01 6| 0.27|  -0.46(36.5
4/5/94 7:35|GG + 1@20 8.32 8.17 6 0.15 0.69(42
4/5/94 11:45/GG+1@20 | 8.25] Sast & 3.0J 0.16{161.5
4/5/94 12:00|GG+1@20 | 828 787 6/ 041  -0.16|285
4/5/94 15:50|GG +1@20 8.33|  7.79 6 0.54 0.03|285
1/5/94 22:10|GG +1@20 8.29 7.04f 6 1.25 -0.14(69.5
#/6/94 10:45|GG +1@20 8.28 56/ 6| 268  -0.21|144.5
4/6/94 23:30|GG +1@20 |  8.29|  5.48| 6 2.81 0.12|146.5
4/7/94 11:45|GG +1@20 8.25 5.36 6 2.89 -0.1/149.5
4/9/94 13:00|GG+1@20 |  8.28 4.33 6| 3.9 0.16/205.5
4/10/94 17:00|GG +1@20 8.27 3.86 6 4.41 0.06/223.5
4/11/94 16:15/GG+1@20 | 829 347 6 482 = 0.14]234
4/12/94 16:00|/GG +1@20 | ~ 8.28 3.4 ) 0.13/237.5
4/13/94 17:00|GG +1@20 8.28 3.1 6 2.18| 0.43/237.5
4/15/94 18:00|GG +1@20 8.28 2.84| 6 5.44 -0.411292.5
4/18/94 21:00|GG +1@20 |  8.29|  2.77 6| 552  -0.4/296
4/21/94 18:00/GG+1@20 | 828/  2.68) 6/ 56|  -0.46(303
4/26/94 18:00|GG +1@20 8.29|  3.08 6 521 099|211
5/2/94 9:00|GG +1@20 829 223 6|  6.06]  0.91]257.5
5/2/94 9:00|GG +1@20 ~8.29 233 6| 586/ 0091|2525
5/2/94 9:00|GG +1@20 8.25 2.23 6 6.02 0.91(255.5
5/2/94 9:00|GG+1@20 | 828/ 261 6|  567|  0.91]238
5/2/94 9:00|GG +1@20 |  8.29|  2.26| 6/ . 6.03 091256
5/2/94 9:00|GG+1@20 | 829 273 6| 556 0.91]232.5
5/2/94 9:00(|GG +1@20 8.29 217 6 6.12 0.91(260.5
5/2/94 9:00|GG +1@20 8.28 2.74 6 5.54 0.91(231.5
5/2/94 9:00|GG +1@20 8.29 2.49 N 5.8/  0.91/2445
5/6/94 9:00/GG+1@20 | 829 31| 6| 519  0.695/224.75
5/6/94 9:00|GG +1@20 8.29 2.99 6 5.3 0.695|230.25
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BOD OF GLUCOSE - GLUTAMIC ACID WITH INHIBITATOR

AT  30C
Canpling [Sample  Initial  |Final Sample  [(D1-D2)  [(B1-B2)  |B.O.D.
e - - __________;___; D. O .0 |Volume o
wiekiy himm (mg/L) (mg/L) {mls) (mg/L)  |(mg/L)  |(mg/L)
1/1/94 15:30|GG +1@30 7.23 7.08 5 0.15|  0.26|-6.6
474794 18:00|GG + 1@30 7.3 7.1 5 0.2 -0.02{13.2
114194 22:30|GG 4 1@30 7.31 6.43 5 0.88 -0.64(91.2
4/5/94 7:15|GG+1@30 | 7.24) . 5.18 0 2.06| _ -0.52/154.8
4/5/94 11:30|GG+1@30 | 7.3 501+ 5 0229  0.05/134.4
A/5/94 15:15(GG+1@30 | 7.26|/ 495 5|  231| 0/138.6
4/5/94 21:30|GG+1@30 |~ 7.31| 509 5/  222|  -005(1362
416/94 10:15|GG +1@30 7.25 4.88 5 247 -0.19(153.6
4/6/94 23:00|GG +1@30 7.24 4.65 5 2.59|  -0.22|168.6
417194 11:15|GG + 1@30 7.32 407 5 3.25 0.13{202.8
4/8/94 11:00|GG + 1@30 7.26) 3.3 5 395  [237
4/19/94 12:15/GG+1@30 | 7.32) 289 51 4.43}  -0.05/268.8
4/10/94 16:20|GG + @30 - 7.27 - 2.81 5 4.46 0.09(262.2
A/11/94 15:40|GG +1@30 |  7.25| 258 5| 467|  0.14[271.8
4/12/94 15:30|GG +1@30 | 7.34| 28| 5 484 0.221277.2
4/13/94 17:15|GG +1@30 7.26| 2.59 5 4.67| 0.21/267.6
4/15/94 17:15|GG+1@30 |  7.32| 244 5 488/  1.09|227.4
4/18/94 20:30|GG+1@30 | 7.28/ 226/ 5/  502|  -0.323204
4/21/94 17:15|GG +1@30 7.33 2260 5 5.07 0.82(353.4
4/25/94 17:00|GG+1@30 |  7.26| 253 5 473  0.68[243
5/2/94 9:00|GG +1@30 |  7.35 2| 5| 535  0.92|265.8
5/2/94 9:00|/GG+1@30 | 73|  2.07 5 5.23 0.92|258.6
5/2/94 9:00|GG+1@30 |  7.28 2 5 5.28|  0.92|261.6
5/2/94 9:00|GG + 1@30 7.25 2.46 5 4.79 0.92(232.2
 5/2/94 9:00|GG + 1@30 - 7.32| 202 s 53|  0.92|262.8
 5/2/94 9:00(|GG +1@30 7.33 2.09 5 5.24 0.92|259.2
5/2/94 9:00|GG +1@30 |  7.27| 2.36| 5 4.91 0.92(239.4
5/2/94 9:00|GG +1@30 | 7.31|  1.92 5 539  0.92|268.2
5/2/194 9:00|GG +1@30 7.32 202 5/ 53  0.92|262.8
5/6/94 9:00|GG +1@30 17.4 2.91 5 4.49 1.06/205.8




BOD OF GLUCOSE-GLUTAMIC ACID WITH INHIBITATOR

AT 35°C
campling |Sample  [Initial Final Sample  |(D1-D2)  |(B1-B2) B.0.D.
e g D O____ D.O. Volume j I )
medfy himm ) - (mg/L) - |tmg/L) (mls) - {(mg/) (mgIL} - [lmg/l)
1/4/94 18:30{GG+1@35 | 631 652 5 0.21|  -0.07|84
4/4/94 21:45|GG+1@35 |  6.33]  6.14 5 0.19|  -0.59/46.8
4/5/94 7:20|GG +1@35 6.3 4.29 5 2.01 ~ -0.8{168.6
4/5/94 11:40|GG +1@35 6.32 431 5 2.01 -0.1{126.6
~ 4/5/94 21:50|GG +1@35 6.46 4.27 5 2.19 -0.15[140.4
4/5/94 21:50|GG +1@35 6.39 421 5 2.18 -0.15(139.8
4/6/94 10:30|GG + 1@35 6.32 14.03 5 2.29 -0.53[169.2
A/6/94 23:15|GG+1@35 |  6.39]  3.15 5 3.24|  -0.44/220.8
417/94 11:30|GG +1@35 6.31 2.6 5 3.71 -0.31|241.2
4/8/94 11:30|GG + 1@35 6.4 2.21 5 4.19 0.3312711.2
1/9/94 12:40|GG + @35 ~ 6.83 2.2 5 4.13|  -0.04/250.2
4/10/94 16:45|GG+1@35 |  634] 206 5| 428 0242712
4/11/94 16:00|GG +1@35 6.4| 201l 5 439  -0.23]277.2
4/12/94 15:45|GG+1@35 | 63|  1.94 5| 436|  -0.16/271.2
4/13/94 17:30|GG+1@35 | 6.4 178 5 4.62|  0.03|275.4
4/15/94 17:45|GG +1@35 _ 6.32 1.6/ of . ... 512 -0.321302.4
4/18/94 20:45/GG+1@35_ | | 147 5| 1.47)  -0.96|-30.6
4/21/94 17:30/GG +1@35 6.34 1:47 5| 4.87 -1.641390.6
4/26/94 17:30|GG +1@35 638 214 = 5] 424 0.54222
5/2/94 9:00|GG +1@35 633  1.63 5 4.7 0.87(229.8
5/2/94 9:00|GG + |@35 6.38 1.8 5 4.58 0.87(222.6
5/2/94 9:00/GG +1@35 | 6.4 1.36| 5 5.04|  0.87]250.2
5/2/94 9:00|GG +1@35 6.46 1.33 5 5.13 0.87(255.6
5/2/94 9:00|GG +I@35 |  6.39|  1.65 5 4.74 0.87(232.2
5/2/94 9:00|GG +1@35 |  6.32| ~ 152| 5| 4.8  0.87|235.8
5/2/94 9:00|GG+1@35 .| 632 141 s/ 491/  0.87|242.4
5/2/94 9:00|GG+1@35 | 6.4  1.74| 5| 466 0.87|227.4
5/6/94 9:00|GG + @35 6.4/ 186 5| 454l  0.775|225.9
5/6/94 9:00|GG +1@35 . 6.34 1.93) 5 4.41]  0.775(2181
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BOD OF DOMESTIC WASTE AT 20°C

“Lunpling

Sample Initial ~ |Final _S_a_r_n;_;l_e ___|Ib1-D2) (B1-B2) B.O.D
lime D.0. D.0.  [Volume B .
mydiy homm [mg/L) (rﬁg/-l_lA .+ |lmls) (mg/L) (mg/L)  {(mg/L)
4/4/94 21:15|DS@20 8.13 - 8.31 8 0.18|  -0.47|10.875
4/5/94 0:45|DS@20 8.15|  7.68 8| 0.47|  -0.47|35.25
4/5/94 7:30|DS@20 8.13 7.4 8 0.73 0.68|52.875
4/5/94 7:30|DS@20 | 8.2 7.5 8 0.7 -0.68/51.75
4/5(94 12:00|DS@20 - 8.09 721 8 0.88 -0.1|36.75
4/5/94 15:45|DS@20 815/  7.23| 8 0.92 _0.16285
4/5/94 22:10|DS@20 |  8.09|  7.16 8| 0.93|  -0.09/|38.25
4/6/94 10:45|DS@20 8.09 6.89 8 1.2 -0.24|54
4/6/94 23:30|DsS@20 | ~ 8.14 6.65 8 1.48 -0.08|58.875
4/7/94 11:45|DS@20 8.16|  6.52| , 8 1.64|  -0.11|65.625
4/8/94 11:45/DS@20 8.16 5.95 8| 221  -0.02(83.625
4/9/94 13:00/DS@20 | 811 571 8/ 24|  -0.0391.125
1/10/94 17:00|DS@20 8.1 5.27 8 2.83 0/106.125
1/11/94 16:15|DS@20 8.12|  4.58 8 3.54 1 0.11(128.625
4/12/94 16:00|DS@20 ~ 8.15|  3.77 B} 438/  0.21156.375
4/13/94 17:00|DS@20 8.17 2.75 8|  5.42 0.29(192.375
1/15/94 18:00|DS@20 8.11 1.04 8|  7.07 0.02|265.875
411&_3/_94_21 :00|DS@20 8.12 0.03 8 8.09 0.76|274.875
4/21/94 18:00/DS@20 |  8.15 0.02 8 8.13 1.1]263.625
4/26/94 18:00/0S@20 | 818/ 003 8 815  4.37[141.75
5/2/94 9:00(DS@20 | 818/  "-001| 8 819  4.62/133.875
5/2/94 9:00|DS@20 8.16 0 8 8.16 4.621132.75
5/2/94 9:00|DS@20 812y ' .0 8] 8.12 4.621131.25
5/2/94 9:00|DS@20 813 001 8 8.14|  4.62{132
5/2/94 9:00|DS@20 812 001 8 813  4.62/131.625
5/2/94 9:00|DS@20 | 812 0| 8 812  4.62/131.25
5/2/94 9:00|DS@20 813 0.025| 8| 8155  4.62|132.5625
542794 9:00/NDSM20 8.13 0 8 813 4.62|1131.625
$/2/94 9:00DS@20 82 0 8 B.2 4.62(134.25
5/6/94 9:00|DS@20 8.1 0 8 8.1 4.61/130.875
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V/dly h:mm

BOD OF DOMESTIC WASTE AT 30°C

Jr]lpiing

ime

4/4/94 14:30|DS(
4/4/94 17:00|DS@30
1/1/94 22:30

4/5/94 7:00
4/5/94 11:30
1/5/94 15:15
A74/94 21:30
A16/94 10:10
4/6/94 23:00
A1/I94 11:15
4/8/94 11:00

4/9/94 12:15|DS@30
4/10/94 16:20|D
4/11/84 15:40

4/12/94 15{36

4/13/94 17:15
4/15/94 17:15
4/18/94 20:30|DS
4/21/94 17:15|DSC
4/125/94 17:00|DS@3
5/2/94 9:00|DS@
5/2/94 9:00

5/2/94 9:00
5/2/94 9:00

5$/2/94 9:00]|1

5/2/94 9:00
%/2/94 9:00
H%72/94 9:00
L2194 9:00

L/6/94 9:00|C

B.O.D.

_|lmg/l)

7]10.71429

51102

17.57143
52.71429

4|58.71429

68.14286
57.85714
76. 28571

28/111.4286

102

116. 1429

|

kol
i |
by
J |
I~

i~ ~ \Jw i~ N e

71176.1429

183.8571

270. 8571

208.2857

NN~ N NN NN N N N NN N N

208.7143

185.6714

2.6/188.1429

191.1429
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5(200.5714

5(200.1429

202 .2857
199 2857

200. 1429

35(201.8571
|202.2857

201
199.2857

9(263.1429
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BOD OF DOMESTIC WASTE AT 35°C

ampling Sample  [Initial _ [Final __ [Sample  [(D1-D2) |(B1-B2) _ |B.0.D.
ime |p.0. b.O.W__ VO|Um_e _ S N
n/d/y himm (mg/L) (mg/L) (mls) (mg/L) {mg/L) (mg/L)
4/4/94 17:30|DS@35 632 e8| 6| 014l  001(65
1/4/94 21:45|DS@35 |  6.39 6.16| 6 0.23|  -0.4534
4/5/94 7:20|DS@35 6.24 5.46 6 078/  -0.65/71.5
4/5/94 11:40|DS@35 6.29 533 6 096 -0.09152.5
4/5/94 15:20|DS@35 6.36 5.28 6 1.08) 004156
415/94 21:50|DS@35 | 6.32 5.16 6 116/ -0.1/63_
1/6/94 10:30\DS@35 6.38) 465 6. 1.73 _  -0.38]1055
4/6/94 23;15|DS@35 | 631|439, 6}  1.92|  -0.24/1108
4/7/94 11:30|DS@35 6.32) _ 4.29 6 2031  -0.3411185
4/8/94 11:30\0S@35 | 6.39] 366 6 273 0271150
1/9/94 12:40\DS@35 | 637|222 6 415 -03/2225
4/10/94 16:45/DS@35 63 0.71 6 _9.6] 0.15/287.5
4/11/94 16:00|DS@35 _ 6371 061 .6 576/  -0.05/2905
1/12/94 15:45|DS@35 631 057 6| 574/  0.06284
4/13/94 17:30/DS@35 6.37 adl 6 5.36} 1.691213.5
4/15/94 17:35/DS@35 6.32) . 0.14 6| 6.18 2.651176.5
4/18/94 20.45/DS@35 | 6.32) b1t 6 6.21|  3.25148
4/21/94 17:30|DS@35 631 0] — 6.21] 2591181
4/26/94 17:30|0S@35 6.36 0.08) 6 _6.28 2.431192.5
5/2/94 9:00|DS@35 | = 634, 0023 6 6.32 436198
5/2/94 9:00|DS@35 ~ 6.37|  0.04 G 633|  4.36/985
5/2/94 9:00|DS@35 ) 6.4 0.03 6 6.37|  4.36{100.5
5/2/94 9:00DS@35 |  6.34]  002| 6 632 4.36|98
5/2/94 9:00|DS@35 6.38 0.07] 6 6.31|  4.36/97.5
5/2/94 9:00|DS@35 6.38|  0.03 6|  6.35 4.36/99.5
5/2/94 9:00/DS@35 | 631  0.03 6 6.28 4.36|96
5/2/94 9:00|DS@35 6.31 0.04 6| 6.27 4.36(95.5
5/2/94 9:00|DS@35 6.4 0.02 6| 6.38 4.36(101
H/6/94 9:00|DS@35 6.34 0.07 6 6.27 4.415(92.75
5/6/94 9:00|DS@35 6.41 0.12 6 6.29 4.415(93.76
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BOD OF DOMESTIC WASTE WITH

INHIBITATOR AT 20C

Eampling __ |Sample Initial Final Sample (D1-D2) (B1-B2) B.O.D
lime ) . |bo. |t D 0 Volume - o L
m/d/y h:mm (mg/L)  [img/l)  |imis)  |img/) _ |(mg/L) (mg/L)
4/4/94 21:30|DS +1@20 8.13 8.43 8 0.3 0.46|6
4/5/94 0:45|DS +1@20 8.19|  7.91 8/  028]  -0.46(27.75
4/5/94 7:35|DS +1@20 8.2 7.75| 8 0.45|  -0.69(42.75
4/6/94 12:00|DS+1@20 |  8.12 7.46| 8| 0.66 0.16|30.75
4/5/94 15:50|DS +1@20 8.16 7.43 8 0.73 0.03(|28.5
1/5/94 22:10|DS + @20 | 8.2 7.33 8 079]  -0.14|34.875
A/6/94 10:45|DS 1 1@20 8.18 7.28 8 0.9 0.21]41.625
4/6/94 23:30|DS + 1@20 ~ 8.09 693 8  -1.16|  -0.12|48
417/94 11:45|DS+1@20 8.14|  7.04 8 1.1 -0.1145
A/8/94 11:45|DS + @20 8.08 6.36 8 1.72 0.21(56.625
1/9/94 13:00|DS+1@20 | 818/ 643} 8 175 -0.16/71.625
4/10/94 17:00|DS +1@20 | 8.14 6.17 8| 197 0.06/76.125
4/11/94 16:15|DS+1@20 |  8.18 6 8 2.18 0.14|76.5
4/12/94 16:00|DS +1@20_ 8.16| . 5.86 8| 23 0.13/81.375
4/13/94 17:00|DS+1@20 | 8.2 5.84 8| 236/  043|72.375
1/15/94 18:00|DS +1@20 8.15|  561| 8/ 254  -0.41[110.625
1/18/94 21:00|DS +1@20 8.2 5.65 8 255/  -0.4[/110.625
1/21/94 18:00|DS +1@20 8.1 5.31 8| 279  -0.46|121.875
1/26/94 18:00|DS +1@20 8.2 5.11 8 3.09 0.99|78.75 |
5/2/94 9:00({DS +1@20 8.12 4.68 8 3.44 0.91(94.875
5/2/94 9:00(DS +1@20 | 814 491 8l 323 09187
5/2/949:00/DS+1@20 |  8.18| 604 8/  214|  0.91]46.125
5/2/94 9:00|DS +1@20 8.15 5.08 8 3.07 0.91|81
5/2/94 9:00|DS +1@20 ~8.15[ 6.1 8 2.05 0.91(42.75
©/2/94 9:00|DS +1@20 _ | 8.13] 499/ 8| 3.14|  091/83.625 _
h/2/94 9:00/DS +1@20 |  8.12 4.95 8 3.17 0.91/84.75
5/2/94 9:00(DS + 1@20 8.14 4.73 8 3.41 0.91[93.75
512194 9:00|DS + 1@20 8.12 6.07 8 205  0.91(42.75
5/6/94 9:00|DS + @20 8.15| .49 8 3.25|  0.695(95.8125
__5/6/94 9:00|DS + @20 8.1 4.86 8 3.24 0.695|95.4375
l v - = L
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BOD OF DOMESTIC WASTE WITH INHIBITATOR AT 30°C

"”“,i,”,;g Sample Initial  |Final Sample “D’*-DZ__)_fﬂ (B1-B2) B.0.D.
Tune DO ) DO ) Volume _ ) ) (. N ——
mid/y homm (ma/L) (mg/L) 1"“5) (mg/L) fmg/L)_ |(mg/L)

474794 18:00|DS +1@30 7.22 6.79 7 0.43|  -0.02|19.28571

A/4/94 22:30|DS+1@30 |  7.2| 683 7 0.37 -0.6443.28571_

4/4/94 22:30|DS+1@30 |  7.23| 687 7 0.36| -0.64(42.85714

4/5/94 7:15|DS + 1@30 721 B9 7 1.02|  -0.52|66

4/5/94 11:30|DS +1@30 7.19]  6.03 7 116/ 005 47.67143

A/5/94 15:15|Ds+1@30 | 72| 6 7 1.2 0(51.42857

4/5/94 21:30|DS +1@30 ~7.25| 599 7 1.26|  -0.05|56. 14286

4/6/94 10:10|DS+1@30 | 7.24 5.61 7| 1.63 -0.19|78

4/6/94 23:00|DS+1@30 |  7.25 5.35 7 19/ _ -0.22{90.85714

A/7/94 11:15{DS + 1@30 7.22 5.58| 7 1.64]  -0.13|75.85714

A/8/94 11:00(0S+1@30 | | 487l 7 457\ |-195.857

4/9/94 12:15|DS +1@30 725|502/ 7 2.23 -0.05(97.71429
A/10/94 16:20|DS+1@30 | 7.25| 4.8 7 "2.45| 0.09/101.1429
A/11/94 15:40|DS +1@30 | 722 47 7 252|  0.14[102
4/12/94 15:30|DS+1@30 |  7.25 4.44| 7 281 0.22[111
4/13/94 17:15|DS +1@30 __ 7.21 453 7| 268  0.21/105.8571

1/15/94 17:15|DS+1@30 |  7.19|  4.36 7 2.83|  1.09(74.57143

1/18/94 20:30|DS +1@30 | 7.25|  4.16 7 3.09 -0.32{146.1429

4/71/94 17:15|DS+1@30 |  7.21| _ ~ 4.06 ~ 7| 315  -0.82{170.1429
425/94 17:00|DS +1@30 | 7.24| 73] 9 3Bl | 0.68|121.2857_

5/2/94 9:00|DS +1@30 748|001 7). " 7.14|  0.92|266.5714
5/2/94 9:00|DS +1@30 7.24 002 7 7.22| 092|270
5/2/94 9:00|DS+1@30 | 7.2 002 7| 7.18 _ 0.92|268.2857
5/2/94 9:00(DS + @30 7.2 0.06 7 7.16 0.92(267.4286
5/2/94 9:00|DS + 1@30 ~7.23) ‘004 7 7.19|  0.92|268.7143
5/2/94 9:00|DS + 1@30 7.23 004 b 7.19] 0.92(268.7143
4,/2/94 9:00|0S 1 @30 7.24 0.02 7 7.22 0.92|270
52194 9:00|DS +I@30 7.26 0.01 7 7.25 0.92|271.2857
5/2/94 9:00|DS+1@30 |.  7.23| 471 7 2.52 0.92(68.57143
5/6/94 9:00|DS +1@30 7.19 001 7| 7.8  1.06|262.2857
L DS +1@30 7.19 L 308.1429
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BOD OF DOMESTIC WASTE WITH INHIBITATOR AT 35°C

’ mu).iin—\a Sample Initial Final Sample  |(D1-D2) |(B1-B2)  |B.O.D.
e D.O. 77 b.éfiw iVorlume _ U TN N
m/diy h:mm (mg/L)  [(mg/L)  [(mls) (mg/L) C|img/L)  {{mg/l)
4/4/94 18:30/DS+1@35 |~ 6.58|  6.57| 6 0.01 0.07/4
4/4/94 21:45|DS +1@35 6.48 _18.57 6 0.09 ~0.58(26
A/5/94 7:20|DS+1@35 | 6.6/  6.12 6 0.48 -0.8/64
4/5/94 11:40/DS+1@35 | 65| 596 6 0.54|  -0.1[32
4/5/94 15:30|DS + @35 6.56 594/ 6|  062|  -0.27[44.5
1/5/94 21:50|DS+1@35 |  6.48] 582 6 0.66 0.15(40.5
1,6/94 10:30|DS +1@35 |  6.48 581 « 6 0.67|  -053]60
A/6/94 23:15|DS +1@35 6.56 5.61 6 0.95|  -0.44(69.5
A/7/94 11:30|DS+1@35 |  6.49 5.73 6 0.76|  -0.31(563.5
A/8/94 11:30|DS+1@35 | 657/ 534 6  1.23] -0.33|78
1/9/94 12:40/DS+1@35 | 6.47|  5.26| 6 1.21]  -0.04/62.5
4/10/94 16:45|DS +1@35 6.58 5.16 6 1.42 -0.24|83
1/11/94 16:00|DS +1@35 6.49] s 6]  1.39]  -0.23[81
1/12/94 15:45|DS+1@35 | 656  4.86| 6| 1.7 -0.16(93
1713/94 17:30|DS +1@35 6.54|  4.89 6| 165 0.03 |81
4115/94 17:45|DS+1@36_ |  6.51) 488/ 6/ 163  -0.32/97.5
4/18/94 20:45|DS+1@35 | 6.6/ 488 6| 1.72|  -0.96/134
1/21/94 17:30|DS+1@35 |  6.49 4.61 6| 1.88 1.64/176
1/26/94 17:30|DS+1@35 |  6.46 4.49 8| 197 054|715
5/2/94 9:00|DS +1@35 | 6.45 421 6| 224/ 087|685
5/2/94 9:00|DS 1 1@35 65| 4.49 6 2.01 0.87|57
5/2/94 9:00|DS + @35 6.57 4.38 6 2.19 0.87|66
5/2/94 9:00|DS + @35 6.58 4.48 6 2.1 0.87/61.5
H/2/94 9:00|DS 1 1@35 ~ 6.58]  4.49 6| 209 0.87/61
512194 9:00|DS + @35 6.48 4.42 6 2.06 0.87(59.5
5/2/94 9:00(DS+1@35 |  6.46]  5.25 6 121  0.87[17
5/2/94 9:00|DS+1@35 |  6.56| 423 6| 233 087|713
5/2/94 9:00|DS + @35 6.62|  5.33 6 1.29 0.87|21 7
L/6/94 9:00|DS + 1@35 6.56|  4.15 6 2.41 0.775/81.75
| 5/6/94 9:00|DS + @35 6.47 4.32 6 2.15 0.775/68.75
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APPENDIX 4
OTHER WORKS

BRIEF RESUME OF THE TALK
DELIVERED ON TOPIC ENTITLED
WATER QUALITY INDICES” IN THE

UNIVERSITY OF WATERLOOQ,
ONTARIO, CANADA




WATER QUALITY INDEX

-A SYSTEM WHERE WATER QUALITY CAN BE RATED ON A
COMPARATIVE BASIS ‘

DEFINITION

A SYSTEM OF RATING WATER QUALITY IN TERMS OF
INDEX NUMBERS REFLECTING THE COMPOSITE INFLUENCE
ON OVERALL WATER QUALITY OF A NUMBER OF
INDIVIDUAL WATER QUALITY PARAMETERS

USES OF WQI

-ALLOCATION OF FUNDS AND DETERMINING PRIORITIES;

-COMPARISION OF ENVIRONMENTAL CONDITIONS AT
DIFFERENT LOCATIONS;

-CHECKING THE ENFORCEMENT OF LEGISLATIVE
STANDARDS AND EXISTING CRITERIA;

-DETERMINING THE CHANGES IN WATER QUALITY
QCCURRED QVER A SPECIFIED PERIOD ;

-COMMUNICATING THE GENERAL PUBLIC ABOUT THE
STATE OF ENVIRONMENT AND THE IMPACT OF
GOVERNMENT PROGRAMS ON THE ENVIRONMENT;

-REDUCING A LARGE QUANTITY OF DATA TO A FORM THAT
MAY GIVE AN INSIGHT TO THE RESEARCHERS ABOUT SOME
ENVIRONMENTAL PHENOMENON
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SCALE OF INDICES
(1) INCREASING SCALE

Those in which the index numbers increase with
increasing environmental pollution.

(2) DECREASING SCALE (QUALITY INDEX)

Those in which the index numbers decrease with
increasing environmental pollution.

Some specialists in the field refer to the former

as "environmental pollution” indices and the latter as
‘environmental quality” indices.
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DEVELOPMENT OF WQI

The development of Water Quality index consists of
three steps: |

(1) selection of environmental variable to be
included in the iridex;

(2) development of the subindices function for the
pollutant variables used in the index; and

(3) aggregation of the subindices in to the overall
index.
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ENVIRONMENTAL MFASUREMENTS

T

Information Flow §

pollutant variable X subindex |,
L n=filx)
AGGREGATION
ant varloble X, ( \ subindex |,

- Ip= fz(xz)

v

1o g1 by veeanly

)

INDEX |
b

pollutant variable X,
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subindex I

= T (X5)
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Figure 1. Information flow process in an environmental index.

\

93



AJIPIIAL BUnAPY

AJas1aApy Saduelsqng
ainjeladuwa ],
SjUaLNN
S[eLIa)ey 9]qTa[}Ias
sjcuajey duneoy,g
10p0
10[0)
Apprgmg,

el SN IRERY
armjeradwa |
SjuaLnnN
S[THIdICIY 3|qLa[Hag
m:mto:“: dunjeo],g
10p0
Hd
10]0)
Ayprqinp
SULIOJIOD)

Lol ta1d3y

sjuarnnN
saoUTISANG AUXO
saourisqng sunure]
S[CU)EN SUlIEO[.]
S[ElIaICy 3[qTafiiag
10j0)

Ayplging,

apixolg uoqrey
Ayrutes

spijos paAjossiq
ANpry/ ey
1d

od

amnjeradwa ]

S[E}O Q08I

sapHopD)

uolog

wInisse)od

wnisaudepy

wniorE)

wnipog

aoucjonpuo)) oij1aadg

SPIIOS P3AlOSSI(
uopesLI]

(Ajddns orqnd 10§ yey) 0} ICMUUS)
H00)S3AIT

(A1ddns orpqud 10§ st awies)
peajsuire,|

(A1ddns arjqnd 10j se ouwies)

A1ejueg
sp1jog papuadsng
SPIIOS paAjossi(
sajefIng
Anpoy/ ey
SSaUpIT]
asaucduepy
uoiIj
wnutunyy
EQNIS
arnjeiaduta ]
Hd

3urjoo)
soluEdiQ) 20uI],
S[EJDJy 2TIL
sprjog papuadsng
S5PHOS PIATOSSI(]
Anproy /Ajtuteyry
sSaupIe||
10]0))
. Anpiqing
L prd

(spooy 1dooxa) Fuissadoly

Ajanoeolipey
sapruci)
sa)ENIN
sajejng
sapuony.|
SIpUOND
SOIUESI() Q0TI
SpPIOS paAlossi(g
S[E1ajy Q0TI]
Jop(-aise
10]0)
Anpramp
ElI10Tg WIOJJI0)

$21J31[ISAY pue
UOIJEIIDY

aqucudjulely 3JIPHIAL

pue a1 onenby

Arddng Jajepy
[TIn)nousy

Apddng 13)Tpy
jernsnpug

Ajddng 13)epL
aAqnd

$OS[) JRIEAL S

noue y 0 guiploddy

f.:D pue s1aArg Aq paIJISSE[D SAJQELE A Ajend) 101ep A3 "YIXNYX 919E]L

94




FORMATION OF SUBINDICES

Subindices can be classified as one of four general
Ly pes:

1.Linear

2 Segmented linear

3 Nonlinear

4 Segpnented Nonlinear




1.Linear Subindex Function

In linear function, the subindex value is directly
proportional to the pollutant variable . It is simple but
provides little flexlibility. The general form of linear

function is:
]

l=px+q (1)

If p>0, Eq(1) give increasing scale index function
of X .

If p <0, the subindex function has a decreasing
scale.

Hunt et al (1975) used simple linear function . In
which he used increasing scale system, 1=0
corresponds to zero air pollutant concentration, and
I=1.0 corresponds to the National Ambient Air
Quality Standards (NAAQS).
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Figure 3. Simple linear (increasing scale) subindex function which
through the origin.
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Figure 4. Linear subindex function with decreasing scale,
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2. Segmenled linear function

The segmented linear function, which consists of
two or more straight line segments joined at
break points, offers more felexibility. 1t is especially
useful for incarporating administratively
recommended limits, such as the NAAQS, WHO
standards etc.

General segmen ted linear function

If X and I coordinates of the break points are
represented by (a1,b1), (a2,b2),..c........... (aj,bj), any
segmented linear function with m segments can be
represented by following general equation :

-b
[ =2 (- a)+b, (2)

Ajin ~ &,

for aj< X <aj+1, j=1253,.......... m.

Special Cases:

Steps Functions- single, double,and multiple
states step function

Horton (1965) used multiple states, step functions for

dissolved oxygen,coliforms, pH,alkanity, chlorides,
etc. .-
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Figure 7. General form of segmented linear function

b..,-b,
I=—J—+-1—J—(X-aj)+bj
1Y

for 3 SX QajH
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SUBINDEX |
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Figure 5. Example of a segmented linear (hockey stick) function
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Figure 8. Example of a dichotomous step function.
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Figure 9. Staircase step function for dissolved oxygen from a water quality index
proposed by Horton.?
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NONLINEAR FUNCTION

The nonlinear subindices are functions which exhibit
curvature when ploted on linear paper.

-Two Basic Types of Nonlinear Functions:

(1) Implicit Function:

-which can be read only from graph and no equation
is given. Implicit functions are usually arise when
some emperical curve has been obtained from a
process under study, but exact equation is unknown
for this curve.

Brown et al (1970) developed implicit functions for
most of the water quality subindices.
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WATER QUALITY SUBINDEX
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(2) Explicil Function:

for which a mathematical equation is given. In
explicit non linear functions, curvature is achieved
mathematically. Some of the nonlinear functions used
for defining subindices are given below:

[ =px©
] =g (3)
[=aexp(bX)

-The first one is the power function, and the second
and third one are the exponential functions.

-Power functions have been used by a number of
research workers e.g. Mcduffie's Index(1973), Dinius
WOI (1972,1987) etc.

-Walaski and Parker (1974) and Bhargava (1985)
used exponential functions for most of the subindices
of their water quality indices.
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SUBINDEX |

POLLUTANT VARIABLE X

Figure 11. Example of explicit nonlinear subindex function, the parabola 1= X2,
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Figure 12. Example of a parabolic subindex function which was translated from the

origin and inverted, based on a water quality index by Walski and Parker.”
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SUBINDEX |
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Figure 13. Plot of the power subindex function I = X° for selected values of o
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(4) Segmented Nonlinear function

-Subindex function having atleast one of its segments
curved (i.e. nonlinear)

It is used in a number of water quality indices.

e.g. Parti et al (1971) used it for DO, pH, Chloride,
Manganese etc. Dinius (1972,1987) used it for pH .




Sezment 1 (AB) 0<X<5
Seament 2 (BC) S<X<7T
Segment 3 (CD) 71<X<L9
Seument 4 (DE) I<X <14

1=-0.4X% + 14
[=-2X + 14

= X?- 14X + 49
[=-0.4X% +11.2X-64.4

144
13
12
1

10

|
(oe]

SUBINDEX

Figure 15, Example of a segmented nonlinear function for pH, from the water quality
index of Prati, Paranello and Pesarin.
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AGGREGATION OF SUBINDICES

I:g{ll,12,13 ....... ....,In} (4a)

where Ij=subindex function for the ith pollutant
variable.

-Four types of aggregat:ion function are available
(1) ADDITIVE FORMS

(2) MAXIMUM OPERATOR

(3) MULTIPLICATIVE FORMS

(4) MINIMUM OPERATOR
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1.2 Weighted Linear Sum

-The weighted linear sum has the following general
form:

. =N

(6)

-weighted linear sum does not have ambiguous region
but a more serious problem is introduced.

-this is called eclipsing and it reflects an
underestimation of the level of environmental
pollution rather than exaggeration.

-Eclipsing is said to occur when extremely poor
environmental quality exists for atleast on pollutant
variable, but the overall index does not reflect this

tact.
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1.3 Root Sum Power:

- The root sum power is a nonlinearaggrega ton
function of the following form:
n i
. p (P
: L:l . } (7)

-As p increases from 1 to infinity, the ambiguous
region reduces rapidly and for large value of p, the
ambiguous region is almost entirely eliminated.

For the limiting case in which p approaches infinity,
the root sum power has desirable properties for
aggregating subindices. It posseesses neither an
eclipsing region nor an ambiguous rehion.

U4
Lim {[I{) +Ig+ ....... +1Elp} = max{ll ,12, ..... ,In} (8)

- But being a limiting function, it is somewhat
unwidely to write and use.
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Figure 21. Plot of the root-sum-square aggregation function in the (I, I)-plane.
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(2) Maximum Operator:

-The general form of maximum operator is:

Izmax{ll,I:Z ........... In} (9)

-In maximum operator, I takes on the value of the

largest of any of the subindices, and I= 0 if and only
if 1;=0 for all i.

-1t was used by Ot (1976) for aggregating air
pollution subindices (NAAQS).
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(3) Multiplicative forms:
~primarily used in decreasing scale indices

-most of the water quality indices are decreasing scale
indices

-T'he most common multiplicative aggregation
function is the weighted product, which has the
following general form:

Izjilﬁﬁ
- | (10a)
> W, =] ‘

=1
If the weights are set equal, wi=w for all i, then
(10b)

[

-The weighted product, when used to aggregate

decreasing scale indices, reduces the problem of
eclipsing .

-It does not have any ambiguity problem.

I
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1)
eclipsing regions for which I; <10 or I; <10 while I > 10.

Plot of I = 0.511 + 0.511 in the (11)

Figure 26.




(4) Minimum Operator

-1t perf orms in a similar fashion as maximum operator
in increasing scale indices.

-the general form of the minimum operator is:

1=1m{11,12, .......... 1)

-1t offers a possible means for aggregating decreasing
scale indices without eclipsing or ambiguity.

-it has not appeared in ahy‘ published environmental
indices.

121




Table XXX. Mathematical Characteristics of Ge

neral and Specific-Use Water Quality |

ndices Published in the Literature

Index

Subindices?

Aggregation Function

Comments

Specific-Use S_ﬁﬂ. OEEG

General Water Quality Indices

:o:czu

Brown et al.® (NSF WQIg)
Landwehr! (NST WQlg)

Prati et al. 1

McDuffic and Haney'
16 {

Dinius
Dee et F
M G

O'Connor'® (FAWL, PWS)

Deininger and Landwehr'® (PWS)

Walski and Parker'”

m-o:n-no

Nemerow and mE.::o:..ou_

Indices

[ B e

BT e Vo S

~

Segmented Lincar
(Step Functions)
implicit Nonlinear®
Implicit Nonlinear®
Segmented Nonlinear
Lincar _
Nonlinear (Lincar, Power)
Implicit Nonlinear

ﬂ,zﬁnr..ﬂ_ RV ﬂ..w R

.

Implicit Nonlincar®

Implicit zg::ﬁ:w
Nonlinear
Nonlinear
Segmented Linear
T _.r_ W oL

(Eypeneiony

<

Weighted Sum Multiplied by
Two Dicliotomous Terms

Weighted Sum

Weighted Product

Weighted Sum (Arithmetic Mean)

Weighted Sum

Weighted Sum

En_m_:nm Sum "

G rmaty- o B g

Weighted Sum

Weighted Sum/Weighted Product

Weighted Product (Geometric Mean)

Weighted Sum

Root-Mean-Squafe of Maximum
and Arithmetic Mean

-~
(27 mi brie mae

Lclipsing Region

Eclipsing Region
Nonlinear

Eclipsing Region
Eclipsing Region
Eclipsing Region
Eclipsing Region

E ﬁrrmm/rin/ _...P.J e

Eclipsing Region
Eclipsing/Nonlinear
Nonlinear

Negative Values
Minimizes Eclipsing
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Figure 25. Subindex functions for DO from five water quality indices.
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Figure 26. Subindex functions for pH from four water quality indices.
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Figure 27. Subindex functions for coliform organisms from six water qua.liry< indices.
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Figure 28. Subindex functions for BODg from four water quality indices.
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Wik

WATER QUALITY INDICES IN LITERATURE

-WQI frequently uses implicit or segmented function
which can not be readily aggregated.

-a number of explicit function have also been
developed by various researchers but most of them

can not be used over the full range of pollutant
variation.

-the other problems are - dimensionally inconsistent,
indeterminate forms at zero pollutant concentration.

-most of the water quality indices use the weighted
linear sum aggregation function which has serious

eclipsing problem.

-to drcumvent this problem. the weighted product
aggregation function was used which reduces the

problem of eclipsing to a certain extent if the number
of waler qualily variables are small (say 2or 3) .

-but in general a WQI has atleast 9 or 10 parameters

which has eclipsing problem in both the weighted
product and weighted sum forms.
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-Swamee et al (1994) proposed a WQI according to

which various quality parameters have been divided
into three types:

(1) Type I Quality Parameters:

1

—In
5:(] +—C‘L] (1)
e

Table 1. Subindex constants, for quality parameters of type |

Quality parameter m q. Units of the quality
| parameler
1. Coliforms 0.3 6.0 MPN/100 mL
Nitrates 3.0 40.0 my/L
P’hosphates 1.0 0.67 mg/L
Turbidity 1.5 50.0 Jru
5-day BOD 3.0 20.0 mg/L
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Type Il quality parameters:

Table 2. Threshold quality parameters of type II

Qualjty paramieter qr (mg/l)
Aluminum 0..2
Arsenic 0.05
Cadmium 0.0005
Chromium 0.05
Cyanide 0.1
Iron 03
Lead 0.05
Manganese 0.1
Mercury 0.001
Selenium 0.01
- Zinc 5.0
¥ 4
1+| —L
S5 \
4 8
1agl =t | a2
Gy Gy
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Index
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L.

T'ype 11l quality parameters

( n
P +(n+p)(1—so) q—-]

. (A=
q )
1l — so) =
et [ (e e Jx )
Quality parameler q, n p s Units of the quality
parameter
Dissolved oxygen 1.0 3.0 1.0 00 proportion saturation
Fluoride 1.0 4.0 4.0 0.0 mg/L
pH 7.0 4.0 6.0 0.0 Non-dimensional
Temperature 20.0 0.5 7.0 0.0 degree Celsius
Total solids 750 | 10 1.0 0.8 mg/L
AGGREGATION

-The aggregated form suggested by Swamee et al
(1994) 1s:

0.2
N _
iy .
j=1 _ (14)

1= o 05
=18
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Table 4. Water quality paramelers and their subindices for raw and partially trecated water

Qualily paramelers Raw waler Partially-treated waler

Qi i qi Si
Coliforms 540.0 0.26 25.0 0.61
BOD 6.5 » 0.43 1.0 0.86
Nitrate 50.0 + ., 0.08 3.0 0.80
Phosphate 5.0 0.12 0.25 0.73
Turbidity 70.0 0.27 10.0 0.76
Dissolved oxygen 0.60 0.62 0.90 0.98
pil %8 0.86 il 0.89
Temperature 32.0 0.23 24.0 0.91
Total solids 1000 0.167 100.0 0.98
Fluoride 0.3 0.016 1.2 0.78
fron 0.25 0.009 0.04 .95
Copper 0.05 0.29 0.025 0.89
Manganese 0.03 0.78 0.01 0.99
Zinc 45 039" 20 0.95

y

Using (14) and the computed subindices, the water
quality indices for the raw water and the treated
water obtained as 0.0087, and 0.3896 respectively.
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