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PREFACE

For planning and design of various types of water resources projects, estimation of
flood magnitudes and their frequencies has been engaging attention of the engineers the
world over since time immemorial. Whenever, rainfall or river flow records are not available
at or near the site of interest, it is difficult for hydrologists or engineers to derive reliable
flood estimates directly. In such a situation, the regional flood frequency relationships or the
flood formulae developed for the region are one of the alternative methods which may be
adopted for estimation of design floods specially for small catchments. Most of the flood
formulae developed for different regions of the country are empirical in nature and do not
provide flood estimates for the desired return periods. Hence, there is a need for developing
the regional flood formulae for estimation of floods of desired return periods for different
regions of the country, using the recently developed improved and efficient techniques of
flood frequency analysis.

Regional frequency analysis basically involves substitution of “space for time” where
data from different sites in a region are used to compensate for short records at a site and it
provides an alternative method for estimation of flood frequency estimates for the gauged and
ungauged catchments lying in the region. In this study, discordancy measure (D;) test was
carried out for screening the data from flood frequency analysis point of view. Homogeneity
of the region has been tested using the L-moment based heterogeneity measure, H. Ten
frequency distributions have been considered and based on the recently introduced goodness
of fit approaches viz. L-moment ratio diagram and Z"*" statistic criteria; GEV distribution has
been identified as the robust distribution among the vartous frequency distributions. For
estimation of floods of desired retumm periods for gauged catchments, the regional flood
frequency relationship has been developed using the L-moment based GEV distribution for
North Brahmaputra river system. Also, for estimation of floods of different return periods for
ungauged catchments of the study area, a regional flood formula has been developed by
coupling the L-moment based regional flood frequency relationship with the regional
relationship between mean annual peak flood and the catchment area.

The study has been carried out by Shri Rakesh Kumar, Dr. C. Chatterjee,
Shri N. Panigrahy, Shri B. C. Patwary and Shri R. D. Singh, Scientists of the Institute.
Technical assistance has been provided by Shri A. K. Sivadas, Technician. It is expected that
the regional flood frequency relationship developed using the L-moment based robust
frequency distribution for North Brahmaputra river system will provide rational flood
frequency estimates for gauged catchments; while, for estimation of floods of desired return
periods for the ungauged catchments of the study area, the developed regional flood formula

may serve as an useful alternative.
(%
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ABSTRACT

Estimation of magnitudes of likely occurrence of floods is of great importance for finding
solution of a variety of water resources problems such as design of different types of hydraulic
structures, urban drainage systems, flood plain zoning and economic evaluation of flood
protection works etc. As per Indian design criteria, frequency based floods find their applications
in estimation of design floods for aimost all the types of hydraulic structures viz. small size
dams, barrages, weirs, road and railway bridges, cross drainage structures, flood control
structures etc., excluding large and intermediate size dams, For design of large and intermediate
gsize dams probable maximum flood and standard project flood are adopted, respectively.
Whenever, rainfall or river flow records are not available at or near the site of interest, it is
difficult for hydrologists or engineers to derive reliable flood frequency estimates directly. In
such a situation, the regional flood frequency relationships or the flood formulae developed for
the region are one of thc altenative methods which provide estimates of design floods,
especially for small to moderate size catchments.

In this study, annual maximum peak flood data of 12 gauging sites of North bank
tributaries of river Brahmaputra have been considered. Screening of the data has been carried out
for assessing the suitability of the data for using for regional flood frequency analysis by
computing the Discordancy measure (D;) in terms of the L-moments. Also, homogeneity of the
region has been tested using the L-moment based heterogeneity measure, H. To establish what
would be the expected inter-site variation of L-moment ratios for a homogeneous region, 500
simulations were carried out using the four parameter Kappa distribution for computing the
heterogeneity measure H,. Based on this test, it has been observed that the data of 10 out of 12
sites constitute a homogeneous region. Hence, the data of these 10 sites have been used in this
study. Catchment areas of these sites vary from 148 to 30100 square kilometers and their mean
annual peak floods range from 99.6 m*/s to 8916.1 m*/s. Comparative regional flood frequency
analysis studies have been carmried out using the various L-moments based frequency
distributions viz. Extreme value (EV1), General extreme value {(GEV), Logistic (LOS),
Generalized logistic (GLO), Normal (NOR), Generalized normal (GNO), Exponential (EXP),
Generalized Pareto (GPA) and five parameter Wakeby (WAK). L-moments of a random variable
were first introduced by Hosking (1986). They are analogous to conventional moments, but are
estimated as linear combinations of order statistics. In a wide range of hydrologic applications,
L-moments provide simple and efficient estimators of characteristics of hydrologic data and ofa
distribution's parameters (Stedinger et al, 1992). Hosking (1997) presented state of the art
application of L-moments in frequency analysis.

Based on the L-moment ratio diagram and Z°* statistics criteria, GEV distribution has
been identified as the robust distribution for the study area. For estimation of floods of various
retun periods for the gauged catchments of the study area, the regional flood frequency
relationship has been developed using the L-moment based GEV distribution. Also, for
estimation of floods of desired return periods for the ungauged catchments, the regional flood
formula bas been developed by coupling the regional flood frequency relationship with the
regional relationship between mean annual maximum peak flood and catchment area.

i



10 INTRODUCTION

Estimation of design flood is one of the important components of planning, design and
‘operatign of water resources, projects, Information on flood magnitudgs and. their frequencies is
-needed for design. of hydral}hc structures such as dams,, splllways, road and railway bridges,
culverts urban, dromage systems, ﬂood plain zomng, £CONONIC evaluatloq of flood protection
pro;ect;s gic. Pllgnm and Cordery (1992) mention that estlmatlon of peak ﬂows on small to
medlum-smed rural d.tamage basins is. probably the most common apphcatlon of ﬂood estimation
as well as bemg of ‘greatest overall economic, 1mpo;tance These estimates are reqtured for the
deslgn, of .culverts, small: to. med.mm sxzed bndges, causeways and other dramage works
splllways cof farm and other small dams and soil. qonservatlon works, It.ls not p0351ble to define
pregisely what is meant by “small”’ and. “med; sized, hut upper & llIIlltS of 25 km’ and 500 km?,
respectively,.can- be conmdered as. general gmdes In almost all cases, no observed data are
.available at the desxgn sne, and ];ttle time can be spent on. the esnmate, precludmg Luse of other
data:in the. region. The authors further state that hundred,s of d1ffere;1t methods have been used
-for estimating ﬂoods on small dramage basms most, mvolvmg arbitrary foxmulas The three most
wndely used types of methods are the, ratlonal method, the 1.S. Soﬂ, Conserva’qon Service method
and regional flood frequency methods. ) e

. Methods of flood estimation may be broadly divided into five categories viz. (i) flood
for,tnulae a;nd envelope Curyes, (u) rational formula, (111) ﬂood froquency apalyszs {iv) -unit
estlmanon are bascd on two types of approachiés v1,z (1) detenmmsuc approach and (1) stausncal
approach The determmlstle approaoh is based on the hydrometeorologlcal technlque, which
requires. desngn storm and the. unit hydrograph fora catchment. The statistical approach is based
on the flood frequency analysxs using the observed annual maximum peak flood data. Another
altcm,ﬂllve of estimating, the frequency based floods is to carryout. frequency analy51s of rainfall
data and convolute the desugn excess-ramfall i.e. excess ramfall of the, desired frequeney with the
unit hydrograph or some rainfall-runoff model appropnate to the, catohment The ch01cc of
method depends on the design criteria applicablie to the structure and availability of data. As per
Indian design criteria, frequency. based floods: find their applications in estimation of design
ﬂoods for almost all. the types of hydraullc structures viz. small size dams, barrages, weirs, road
-and;railway bndges, CIoss dramage structures, ﬂood control structures etc., excludmg Iarge and
.intermegiate size dams. For design of large and mtennedlate size. dams probable maximum | ﬂood
and st;an.dard pro;eot ﬂood are adopted respectwely (N IH 1992)

o The eonventxonal ﬂood fonnulae developed for dlfferent regtons of Ind;a are empmcal
in nature and do not provide flood estimates for desired retum periods. A pumber of studies have
‘been carried out for estimation of design floods for various structures by different Indian
prganizations. Prominent among these include the studies carried out jOlnﬂy by Central Water
Commission (CWC), Research Designs and Standards Organization (RDSO) and India
Meteorological Department (IMD) using the method based on synthetic unit hydrograph and
design rainfall considering physiographic and meteorological characteristics for estimation of



design floods (e.g. CWC, 1983) and regional flood frequency studies carried out by RDSO using
the USGS and pooled curve methods (e.g. RDSO, 1991) for some of the hydrometeorological
Subzones of India. Besides these, regional flood frequency studies have also been carried out at
some of the academic and research Institutions.

Some of the recent studies based on index flood approach include Wallis and Wood
(1985), Hosking et al. (1985), Hosking and Wallis (1986), Lettenmaier et al. (1987), Landwehr
et al. (1987), Hosking and Wallis (1988), Wallis (1988), Boes et al. (1989), Jin and Stedinger
(1989), Potter and Lettenmaier (1990), Farquharson et al. (1992) etc. Based on some of the
comparative flood frequency studies involving use of probability weighted moment (PWM)
based at-site, at-site and regional and regional methods as weli as USGS method, carried out for
some of the typical regions of India (NTH, 1995-96) in general, PWM based at-site and regional
GEV method is found to be robust. Farquharson et al. (1992) state that GEV distribution was
selected for use in the Flood Studies Report (NERC, 1975) and has been found in other studies
to be flexible and generally applicable. Use of a Generalised Extreme Value (GEV) distribution
as a regional flood frequency mode! with an index flood approach has received considerable
attention (Chowdhury et al., (1991). Karim and Chowdhary(1995) mention that both goodness-
of-fit analysis and L-moment ratio diagram analysis indicated that the three-parameter GEV
distribution is suitable for flood frequency analysis in Bangladesh while the two-parameter
Gumbel distribuion is not.

L-moments of a random variable were first introduced by Hosking(1986). They are
analogous to conventional moments, but are estimated as linear combinations of order statistics.
Hosking (1986, 1990) defined L-moments as linear combinations of the PWMs. In a wide range
of hydrologic applications, L-moments provide simple and reasonably efficient estimators of
characteristics of hydrologic data and of a distribution’s parameters (Stedinger et al., 1992).
Hosking and Wallis (1997), presented the state of art application of L-moments in frequency
analysis. The regional flood frequency curves derived by using the L-moment approach have
been coupled with the relationship between annual maximum peak floods and catchment area
for development of regional flood frequency relationships and flood formulas for the seven
Subzones of India (Kumar et al., 1999).

Annual maximum peak flood data of the 12 gauging sites of North bank tributaries of
river Brahmaputra are available for this study. After carrying out the L-moment based
discordancy measure (D,) test to examine the suitability of the data for carrying out regional
flood frequency analysis as well as regional heterogeneity measure (H) test, the data of 10
gauging sites have been used. Among the various frequency distributions, L moment based GEV
distribution has been identified as the robust distribution based on the L-moment ratio diagram
and Z%* statistic criteria. For estimation of floods of various return periods for the gauged
catchments of North Brahmaputra river system, regional flood frequency relationship has been
developed using the robust frequency distribution. Also, for estimation of floods of various return
periods for the ungauged catchments of the study area, regional flood formula has been
developed.



2.0 REVIEW OF LITERATURE

Statistical flood frequency analysis has been one of the most active areas of research
since the last thirty to forty years, However, the questions such as (i) which parent distribution
the data may follow? (ii) what should be the most suitable parameter estimation technique? (iii)
how to account for sampling variability while identifying the distributions? (iv) what should be
the suitable measures for selecting the best fit distribution? (v) what criteria one should adopt for
testing the regional homogeneity? and many others remain unresolved. The scope of frequency
analysis would have been widened if the parameters of the distribution could have been related
with the physical process governing floods. Such relationships, if established, would have been
much useful for studying the effects of non-stationarity and man made changes in the physical
process on frequency analysis. Unfortunately, this has not been yet possible and the solution of
identifying the parent distribution still remains empirical based on the principle of the best fit to
the data. However, development of geomorphological unit hydrograph seems to be a good effort
towards the physically based flood frequency analysis., Inspite of many drawbacks and
limitations, the statistical flood frequency anmalysis remains the most important means of
quantifying floods in systematic manner.

As such there are essentially two types of models adopted in flood frequency analysis
literature: (i) annual flood series (AFS) models and (ii) partial duration series models (PDS).
Maximum amount of efforts have beer made for modelling of the annnal flood series as
compared to the partial duration series. In the majority of research projects attention has been
confined to the AFS models. The main modelling problem is the selection of the probability
distribution for the flood magnitudes coupled with the choice of estimation procedure. A large
number of statistical distributions are available in literature. Among these the Normal, Log
Normal, Gumbel, General Extreme Value, Pearson Type I1I, Log Pearson Type III, Generalized
Pearson, Logistic, Generalized Logistic and Wakeby distributions have been commonly used in
most of the flood frequency studies. For the estimation of the parameters of the various
distributions the graphical method, method of least squares, method of moments, method of
maximum likelihood, method based on principle of maximum entropy, method of probability
weighted moment and method of L-moment are some of the methods which have been most
commonly used by many investigators in frequency analysis literature. Once the parameters are
estimated accurately for the assumed distribution, goodness of fit procedures then test whether
or not the data do indeed fit the assumed distribution with a specified degree of confidence.
Various goodness of fit criteria have been adopted by many investigators while selecting the best
fit distribution from the various distributions fitted with the historical data. However, most of
the goodness of fit criteria are conventional and found to be inappropriate for selecting a best fit
distribution which may provide an accurate design flood estimate corresponding to the desired
recurrence interval,



2.1 Identification of Homogeneous Region: - . o

Hosking and Wallis (1997) mention that of all the stages in regional frequency analysis
involving many sites, the identification of homogeneous regions is usually most difficult and
requires the greatest amoum of subjcclwe judgement. The aim is to_form groups of sites that.
approxlmately sausfy the homogenolty condition, that the sites’ frequency dlstrlbutlons are
identical apart from a site- specific soallng factor Several authors have.proposed methods for
forming groups of similar sites for use in. reglona.l frequency analys:s The authors, have
categorized the procedurcs as geographlcal convenience, SubJCCtIVC partltlomng, objectlve‘
partitioning, cluster apalysis. and other multivariate .malysla methods ‘A summary .of these
procedures and some of the examples of theIr apphcatlons in, reglonal frequency analysns,_
described by the authors i is glven below :

- Under the procedure cf geographlcal convemence the rcglons aro oﬁen chosen to be sets :
of contiguous sites based on adnumstratwe areas (NERC 197 ), or major phys1cal groupings of
sites (Matalas et al., 1975) Even though region boundanes may, be adjusted after conmdenng _
model fit; these appxoaches seem arbltrary and subj ective and the result.mg rqglons rarely give
the impression of physical integrity. S T A R

It is sometimes possible, particutarly in smail scale studies, to define regaons subjectively
by inspection of the site characteristics. Schaefer (1990) analyzmg annual maximum peak flood
data for sites .n,Washmgton state formed. reglons by grouping togother sites w:th similar values
of mean annual preclpxtanon L L

In objecnvc partmonmg mctho-:ls, reg:ons ape formed b) asmgnmg SJtes to one of the two ,
groups depending.on whether a chosen site charactensuc does or does 1ot exceed some threshold
value. The threshold is chosen to minimize a within-group heterogenclty cntenon puoh 5,3
likelihood-ratio statistic. (Wilishire, 1985) w1thm-group variation of the sample coefﬁolent of
variation (Wlltshlre 1986). The groups are. then further d1v1ded in an iterative process- until a'
final set of acceptaoly homogeneous regions is obtained.

Cluster analys&s is a standar,d method of statlstlcal multwanate analysm for dlvu:lmg a;
data set into groups ancl has been successfully used to form reglons for regmnal freguency'_
analysns A data vector 18 assocmted with each snte, and sites are partltloned or, aggregated into
groups. according to the similarity of thelr data vectors The data vectar, caq lnclude at-gite.
statistics, site characteristics or some combmatlon of the two. Acreman and Smclalr (1986)__..
analysed annual maximum streamflow data for 168 gauging sites in ‘Scotland and formed five
regions; four of which they judged as homogeneous Bumn (1989) usod cluster anolysxs to denve _
regions for flood frequency analysns, though his cluster vanables mclude at-site statlsucs '

Hosking and Wallis (1997) regard cluster analysis of site characteristics as the most
practical method of forming regtons from large data sets. The authors state that it has several
major variants and involves subjective decisions at several stages. Some suggestions for the use
of cluster analysis in regional frequency analysis are aiso given by the authors.



For regional frequency analysis with an index-flood procedure there is little advantage:
in using very large regions. Little gain in the accuracy of quantile estimates is obtained by using
more than about 20 sites in a region. Thus there 1s no compelling reason to amalgamate large
regions whose estimated regional frequency distributions are sn'mlar ' :

2.2 Test of Regional Homogeneity

Once a set of physically plausible regions has been identified, it is desirable to assess
whether the region is meaningful and may be accepted as homogeneous. There are varigus types’
of homogeneity tests are reported in literature e.g. Dalrymple’s (1960) homogeneity test
(U.8.G.S. test), and the tests proposed by Acreman and Sinclair (1986), Wiltshire (1986),
Choudhury, Stediniger and Lu (1991), Hosking and Wallis (1993). Most of these tests involve
a statistical value which measures some aspect of frequency distribition which is
uniform/constant in a homogeneous region. This statistic may be a 10 vear value scaled by mean,
coefficient of variation, coefficient of skewness, L-moment ratio of a combination thereof.

A test statistic-H, termed as heterogeneity measure has been proposed by Hosking and
Wallis (1993). It compares infer-site variations in sample L-moments for the group of sites with
what would be expected of a homogeneous reg,lon the same has been d1 scussed in Secticn 6.1.

23 Methods of Reglonal Flood Fl equency Analys;s

Cunnane (1988) mentions twelve differeht regional flood frequency analysis (RFFA)
methods. Out of these methods the some of the commonly methods, namely, (1) Dalrympie's
Index Flood method, {(ii) N.E.R.C. method, {ii1) United States Water Resources Council
(USWRC) method, (iv) Bayesian method, and (v) Regional Regression based methods as
described in literature are briefly described here under. L

2.3.1 U.S.G.S. method or Darlymple’'s index flood method - -

This method is known as the United States Geological Survey (U.S.G.S.) or Darlymple's
index flood method. It was proposed by Dalrymple (1960). It is a graphical regional averaging
index flood method, which uses unregulated flood records of equal length N, from each of the
rivers considered. The homogeneity test of this method is applied at the 10-year return period
level and is based on an assumed ynderlying EV1 population, For each site, a probability plot
is prepared and the following steps are followed.

(i) A smooth, eye-judgement curve is used to estimate the Q-T (Qﬁontile—Retum Period)
relation at each site;

@) The quantlle value of réturn perlod 233 years 1s read off each graph comspondmg 10
each site;

(i) The quantile values for the return periods, T =2, 5 10 25, 50, 100 yeam are read off from
" each graph, corresponding to each station;

5



(iv)

W

{vi)
(vii)

(viii)

The quantile values obtained in step (iii) are standardised by dividing by the Q,; value
obtained in step (ii), for the respective sites;

The median of the standardised values from all sites in the region (X7) is computed for
each retum period considered;

X; is plotted against T on EV1 (Gumbel) probabilty paper,

A smooth, eye-guided curve gives the X-T relationship, which is assumed to hold at every
site in the region;

The estimate of Q at any site is obtained from : Qr = X; Q, where Q is the mean
estimated from flood data available at any site or estimated from catchment
characteristics, if flood data are not available.

The USGS method for regional flood frequency analysis as given by Dalrymple (1960)

and modified to accommodate unequal length of records as described in the following sequential

steps.

(i)

(i)
(iii)
(iv)
v)
(vi)
(vii)

(viii)

Select gauged catchment within the region having more or less similar hydrological
characteristics.

Estimate the parameters of EV1 distribution using method of moments.

Estimate the mean annual flood -(5 at each station.

Test homogeneity of data using homogeneity test as explained in (NIH, 1995-96).

Establish the relationship between mean annual flood and catchment characteristics.

Obtain the ratio Q/ 6 for different return periods for each site
Compute mean ratio for each of the selected retum period.

Fit a Gumbe! distribution between these mean ratio and return periods or reduced variates

either analytically or plotting mean of Q,/ 6 against return priod (reduced variate) on
Gumbel probability paper.

The end result of above sequential steps is a regional flood frequency curve which can

be used for quantile estimation of ungauged catchments. For ungauged sites mean annual flood
is computed using the relationship established at step (v).

In the above method as compared to original USGS methods, the modification are in

terms of (i) estimation of mean annual flood (ii) the replacement of median ratio by the mean



ratio Qy/ Q (iii) Variable length of data instead of fixed length of data (iv) parameter estimation
by method of moments instead of method of least squares.

2.3.2 N.E.R.C. method

This method described in the Flood Studies Report, Natural Environmemtal Research
Council {NERC, 1975) involves the following steps of computation and is based on similar
general principles of U.S.G.S. method.

(i) Select the gauged catchments in a more or less hydrologically similar region.

(i1) Compute the mean of annual flood for cach station of the region, where short records are
available, suitably augment the record by regression.

(iii)  Establish relationship between mean annual flood and catchment characteristics.

(iv}  For each station in the region plot the ranked annual maximum series Q/Q against
reduced variate y,.

(v) Select intervals on Y scale (reduced variate scale) like (2.0 to - 1.5), (-1.15 to 1.0),
...................... (3.5 to 4.0) and for each interval compute mean on all E (Y ;) and mean of
Q/Q and plot them as a smooth mean curve.

(vi)  Use this curve as the regional curve for quantile estimation of ungauged catchments.

2.3.3 United States Water Resources Council (USWRC) method

A uniform approach for determining flood frequencies was recommended for use by U.S.
federal agencies in 1967, which consisted of fitting Log Pearson type - 3 (LP-3) distribution to
describe the flood data. This procedure was extended in 1976 to fitting LP-3 distribution with
a regional estimator of the log-space skew coefficient and this was released as Bulletin 17 by US
Water Resources Council (USWRC). Bulletins 17A and 17B were released subsequently, in 1977
and 1981, respectively. These procedures of the USWRC were widsly followed in USA and a
few other countries. Because of the variability of at-site sample skew coefficient with a
generalized skew coefficient, which is a regional estimate of the log-space skewness. The other
notable features of this procedure are treatment of outliers and conditional probability
adjustments. Though this procedure attempts to combine regional and at-site flood frequency
information, the flood quantiles obtained using this method are quite inferior to those obtained
from index flood procedures. This is because, in the USWRC method, regional smoothing is
effected only in skewness. In addition to being poor in quantile productive ability, USWRC
method is also found to be lacking in robustness as both at-site and regional estimators.



2.3.4 Bayesian methods

The use of Bayes' Theorem for combining prior and sample flood information was
introduced by Bernier (1967). Cunnanc and Nash (1971) showed how it could be used to

combine regional estimates of Q and C, obtained from catchment characteristics, using bivariate

lognormal distribution for Q and C, and site data assumed to be EV1 distributed to give a
posterior distribution for Qr. This method involves considerable amonnt of numerical integration.
The Bayesian methods do not have to assume perfect regional homogeneity. In fact, specifying
a prior distribution itself, acknowledges heterogeneity. The Bayesian method, in given a posterior
distribution of parameters, allows legitimate subjective probability statement to be made about
parameters and quantiles and this holds even if a non-informative prior distribution (one which
is not based on regional flood information, in this context) is used. This is one of its major
advantages (Cunnane, 1987). However, Bayesian flood estimation studies which have used
informative prior distributions based on regional regression models (which express the
parameters in terms of catchment characteristics), have not been successful, since the regression

models are quite imprecise Nash and Shaw (1965) showed that Q estimated from catchment

characteristics is only as good as Q obtained from one year of at-site flood record or less. This
result holds for a catchment located at the centroid of the catchment characteristic space. For
other catchments, the result is much worse (Hebson and Cunnane, 1986).

2.3.5 Regional regression based methods

Regression can be used to derive equations to predict the values of various hydrologic
statistics such as means, standard deviations, quantiles and normalized flood quantiles, as a
function of physiographic characteristics and other parameters. Such relationships are usefutl for
estimating flood quantiles at various sites in a region, when little or no flood data are available
at or near a site. The prediction errors for regression models of flood flows are normally high.
Regional regression models have long been used to predict flood quantiles at ungauged sites, and
these predictions compare well with the more complex rainfall-runoff methods.

Consider the traditional log-linear mode! which is to be estimated by using watershed
characteristics such as drainage area and slope.

y, = o+ B, log (Area) + B, log (slope } + ... + &

A challenge in analyzing this model and estimating its parameters with available records
is that it is possible to obtain sample estimates, denoted by y, of the hydrologic statistics y;. Thus,
the observed error ¢ is a combination of: (1) the sampling error in sample estimators of y; (these
errors at different sites can be cross-correlated if the records are concurrent) and (2) underlying
model error (lack of fit) due to failurc of the model to exactly predict the true value of the y/s at
every site. Often, thesc problems have been ignored and standard ordinary least squares (OLS)
regression has been employed. (Thomas, and Benson, 1970), Stedinger and Tasker (1985, 1986a,
1986b) have developed a specialized Generalized Least Squares (GLS) regression methodology
to address these issues. Advantages of the GLS procedure include more efficient parameter
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estimates when some sites have short records, an unbiased model-error estimator, and a better
description of the relationship between hydrologic data and information for hydrologic network
analysis and design (Stedinger and Tasker, 1985; Tasker and Stedinger, 1989). Example are
provided by Potter and Faulkner (1987), Vogel and Kroll (1989) and Tasker and Driver (1988).
Potter and Faulkner (1987) have used catchment response time as a predictor of flood quantiles.
The use of this information reduces the standard errors of regression estimates from regional
regression equations. Application of this approach requires estimation of catchment response
time at an ungauged site. The cost-effectiveness of this approach remains to be investigated.

2.3.6 Improvised index-flood algorithms

The index-flood algorithm originally suggested by Dalrymple (1960} to derive the
regional flood frequency curve, was once adopted by the U.S. Geological Survey for flood
quantile estimation. Subsequently, it was discontinued, since the coefficient of variation of floods
was found to vary with drainage area and other basin characteristics (Stedinger, 1983). However,
the index-flood methods came into limelight, once again, in the wake of the new estimation
algorithm, Probability Weighted Moments (PWMs), proposed by Greenwood et al. (1979), which
helped in reducing the uncertainty in estimating the flood quantiles. The graphical method of
Dalrymple {1960} was subsequently improvised by Wallis (1980). The improvised algorithm of
Wallis (1980) was an objective numerical method, based on regionally averaged, standardised
PWMs. Kuczera (1982a,b) adopted lognormal empirical Bayes estimators, which incorporate the
index-flood concept. In Kuczera's work, the log-space mean was estimated using only at-site
data, while the log-space variance {(denoting the shape parameter that determines the coefficient
of variation and coefficient of skew of a longnormal distribution), was assigned a weighted
average of at-site and regional estimators. Here, the longarithimc transformation is used to effect
normalisation, by means of a simple subtraction of the log space mean, this avoiding the division
by an index-flood estimator in real space (Stedinger, 1983).

Greis and Wood (1981) presented an initial evaluation of the index-flood approach,
which did not reflect the uncertainties in flood quantile estimators, resulting from scaling the
regional flood frequency estimates by the at-site means. This is a critical source of uncertainty
especially for regions with a large mean CV (Lettenmaier et al., 1987), Hosking et al. (1985b)
has given a PWM estimation procedure for the Generalised Extreme Value (GEV) Distribution
of Jenkinson (1955). Further, Hosking et al. (1985a) have presented an apprisal of the regional
flood frequency procedure followed by the UK Flood Studies Report (FSRYINERC, 1975), 1n
which they have pointed out that FSR algorithm, at times, can lead to unrealistic upper flood
quantile estimates. In fact, the Monte-Carlo simulation studies conducted by Hosking et al.
(1985a), indicate that the FSR algorithm may result in high degree of overestimation of flood
quantile estimates. The advantages of PWM estimators have been brought out by Landwehr et
al. (1979), Hosking et al. (1985a), Wallis and (1988) and Hosking (1990). The use of L.-moments
in selection of regional frequency distribution have been dealt with in Chowdhury et al. {1991),
Wallis (1993), Hosking and Wallis (1993), Vogel and Fennessey (1993), and Cong et al. (1993).
Further, the unbiasedness of the L-Moment estimators have been well exploited in both regional
homogeneity tests and Goodness of Fig test {Lu and Stedinger, 1992a; Hosking and Wallis,
1993; Zrinji and Burn 1994) which are vital steps in regional frequency analysis. Hosking and



Wallis (1988) have studied the impact of cross-correlation among concurrent flows at different
sites, on regional index-flood methods. They have concluded that regional analysis is preferable
to at-site analysis, even in case of regions with mild heterogeneity and moderate inter-site cross
correlation. Furthermore, Hosking et al. (1985a) illustrate the impact of historical information
on the precision of computed regional growth curves, in case of regions with large number of
gauging stations.

Further, Wallis and Wood (1985) and Potter and Lettenmaier (1990) have found the
regional-PWM index-flood estimators to be superior to the variations of the USWRC procedure
(USWRC, 1982). Lettenmaier et al. (1987) investigated the performance of cight different GEV-
PWM index flood estimators and the effect of regional heterogencity in a more detailed manner.
GEV-PWM index flood quantile estimator was found to be robust and had the least RMSE, when
compared with all other at-site as well as regional quantile estimators, for mildly heterogeneous
regions. Further, with the increase in the degree of regional heterogeneity or the sample size, a
two parameter quantile estimator with a regional shape parameter was feund to perform the best.
method based on standardised L-moments.

2.4 Some of the Flood Frequency Studies Carried Out in India

A number of studies have been carried out in the area of regional flood frequency
analysis in India. Goswami(1972), Thiru Vengadachari et al.(1975), Seth and Goswami (1979},
Jhakade et al.(1984), Venkataraman and Gupta (1986), Venkataraman ct al(1986), Thirumala
and Sinha(1986), Mehta and Sharma (1986), James et al., Gupta(1987) and many others have
conducted regional flood frequency analysis for some typical regions in India. In most of the
regional flood frequency studies the conventional methods such as U S.G.8. Method, regression
based methods and Chow's method have been used. Some attempts have been made by Perumal
and Seth (1985), Singh and Seth (1985), Hug et al. (1986), Seth and Singh (1987) and others to
study the applications of new approaches of regional flood frequency analysis for some of the
typical regions of India for which the conventional methods have been already applied, The
Bridges and Structures Directorate of the Research, Designs and Standards Organization,
Lucknow has carried out studies for design flood estimation based on regional flood frequency
approach for various hydrometcorological sub-zones of India.

A comparative study has been carried out for the seven hydrometeorological subzones
of zone-3 of India using the EV1 distribution by fitting the probability weighted momemnt (PWM)
as well as following the modified U.S.G.S. method, General Extreme Value (GEV) and Wakeby
distribution based on PWMs. The mean annual peak flood data of 2 bridge catchments for each
sub-zone which were excluded while developing the regional flood frequency curves and these
are utilized to compute the at site mean annual peak floods. These at site mean values together
with the regional frequency curves of the respective sub-zones were used to compute the floods
of various return periods for those 2 test catchments in each sub-zone. The descriptive ability
as well as predictive ability of the various methods viz. (i) at site methods, (11} at site and regional
methods, and (iii) regional methods has been tested in order to identify the robust flood
frequency method. At site and regional methods viz. SRGEV and SRWAKE have been found
to estimate floods of various return periods with relatively less Bias and comparable root inean
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square error as well as coefficient of variation. The regional parameters of the GEV distribution
have been adopted for development of the regional flood frequency curves. Floods for these test
catchments are also estimated using the combined regional flood frequency curves and respective
at site mean annual peak floods. Flood frequency curves developed by fitting the PWM based
GEV distribution have been coupled with the relationships between mean annual peak flood and

catchment area for developing regional flood formulae for each of the seven sub-zones of India
(NIH, 1995-96).

For the above mentioned study area, regional flood frequency relationships developed
based on PWM approach have been revised based on the method of L moments (NTH, 1997-98)
as briefly summarised below. Regional flood frequency curves are developed by fitting L-
moment based GEV distribution to annual maximum peak flood data of small to medium size
catchments of the seven hydrometeorological Subzones of zone 3 and combined zone 3 of India.
These seven Subzones cover an area of about 10,41,661 km?. Effect of regional heterogeneity
is studied by comparing the growth factors of various Subzones and combined zone 3. The flood
frequency curves based on probability weighted moment (PWM) approach have been compared
with the flood frequency curves based on L Moment approach. Relationships developed between
mean annual peak flood and catchment area are coupled with the respective regional flood
frequency curves for development of the regional flood formulae,

Sankarasubramanian (1995) investigated the sampling properties of L-moments for both
unbiased and biased estimators for five of the commonly used distributions. Based on the
simulation results, regression equations have been fitted for the bias and the variance in L-
skewness for the five distributions. The sampling properties of L moments have been compared
with those of conventional moments and the results of the comparison have been presented for
both the biased and unbiased estimators. The performance of evaluation in terms of “Relative
RMSE in third moment ratio” reveals that conventional moments are preferable at lower
skewness, while L-moments are preferable at higher skewness. The improvised index-flood
procedure suggested by Hosking and Wallis (1993) has been used in the study to find an -
appropriate regional flood frequency distribution and to obtain regional growth curve for a
selected region from U.K. Generalized logistic distribution has been prescribed as the regional
flood frequency distribution for the region considered. Index-flood based regional model
performed the best when compared to all other models considered in predicting flood quantiles
at sites with short record length, which is very vital in any regional study.

Upadhyay and Kumar (1999) applied I.-moments approach for regional flood frequency
analysis for flood estimation at an ungauged site. The study concludes that at gauged sites,
regional flood estimates were found to be more accurate than at-site estimates as is clear from
root mean square error and standard error of regional estimates as compared to at-site estimates.
However, for the sites having sufficiently long records, the difference in accuracy of the at-site
and regional estimates is very small. The authors recommended that alongside the discharge data
collection at gauging sites, emphasis should be given collection of data about the physiographic
and hydrological characteristics of the catchment. This will improve reliability and accuracy of
regional flood estimates not only at ungauged sites but also at gauged sites having short record
lengths and facilitate reliable and economically viable desi gn of the hydraulic structures.
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Parmesraran et al. {1999) developed a flood estimating model for individual catchment
and for the region as a whole using the data of fifteen gauging sites of Upper Godavari Basins
of Maharashtra. Seven probability distributions have been used in the study. Based on the
goodness of fit tests log normal distribution is reported to be the best fit disiribution. A regional
relationship between mean annual peak flood and catchment arca has been developed for
estimation of mean annual peak flood for ungauged catchments and regional relationship for
maximurm discharge of a known recurrence interval for the ungauged catchments.

2.5 Current Status

Various issues involved in regional flood frequency analysis are testing regional
homogeneity, development of frequency curves and derivation of relationship between MAF and
the catchment characteristics. Inspite of a large number of existing regionalisation techniques,
very few studies have been carried out with somewhat limited scope to test the comparative
performance of various methods. Some of the comparative studies have been conducted by
Kuczera (1983), Gries and Wood (1983), Lettenmaier and potter (1985) and Singh (1989). A
procedure for estimating flood magnitudes for return period of T years Q; is robust if it yields
estimates of Q; which are good (low bias and high efficiency) even if the procedure is based on
an assumption which is not true (Cunnane, 1989).

Some of the recent studies based on index flood approach include Wallis and Wood
(1985), Hosking et al. (1985), Hosking and Wallis (1986), Lettenmaier et al. (1987), Landwehr
et al. (1987), Hosking and Wallis (1988), Wallis (1988), Boes et al. (1989), Jin and Stedinger
(1989), Potter and Lettenmaier (1990), Farquharson et al. {1992) etc. Farquharson et al. (1992)
state that GEV distribution was selected for use in the Flood Studies Report (NERC, 1975) and
has been found in other studies to be flexible and generally applicable. Use of 2 generalized
extreme value (GEV) distribution as a regional flood frequency model with an index flood
approach has received considerable attention (Chowdhary et al., 1991). Karim and Chowdhary
(1995) mention that both goodness-of-fit analysis and L-moment ratio diagram analysis indicated
that the three-parameter GEV distribution is suitable for flood frequency analysis in Bangladesh
while the two-parameter Gumbel distribution is not. L-moments of a random variable were first
introduced by Hosking(1986). They are analogous to conventional moments, but are estimated
as linear combinations of order statistics. Hosking (1986, 1990) defined L-moments as linear
combinations of the PWMs. In a wide range of hydrologic applications, L-moments provide
simple and rcasonably efficient estimators of characteristics of hydrologic data and of a
distribution's parameters (Stedinger et al., 1992).

Lu and Stedinger (1992) presented sampling variance of normalized GEV/PWM quantile
estimators and a regional homogeneity test. The authors state that for a three-parameter GEV
distribution the asymptotic variance of probability weighted moments (PWM) quantile estimators
have been derived previously. Their study extended the results to obtain the asymptotic variance
of normalized GEV/PWM estimators, which are at-site quantile estimators divided by the sample
mean. Monte Carlo simulations provided correction factors for use with small samples.
Normalized 10-year flood quattile estimators and their sample variances have been used to
construct a regional homogeneity test for GEV/PWM index flood analysis. The new test
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performed better than the R-statistic test proposed before.

Wang (1996) derived the direct estimators of L moments thus climinating the need for
using probability weighted moments. In another study, Wang (1996) mentioned that the
estimation of floods of large return pericds from lower bound censored samples may often be
advantageous because interpolation and extrapolation are made by exploring the trend of larger
floods in each of the records. The method of partial probability weighted moments (partial
PWMs) is an useful technique for fitting distributions to censored samples. The author redefined
partial PWMs. The expression for partial PWMs is derived for the extreme values type I
distribution. Combined with those for the extreme value II and III distributions, an unified
expression for partial PWMs is presented for for the GEV distribution. The equations for solving
the distribution parameters ar¢ provided. Monte Carlo simulation shows that lower bound
censoring at a moderate level does not unduely reduce the efficiency of high-quantile estimation
even if the samples have come from a true GEV distribution.

Rao and Hamed (1997) used regional flood frequency analysis'to estimate flood quantiles
in Wabash river basin. The parent distribution is identified by analyzing the data from number
of stations within the basin. L-moments are used to investigate the feasibility of regional
frequency analysis in the basin. Basin is shown to be hydrologically heterogeneous. Basin is
divided into smaller sub-regions by using L-moments diagrams. The generalized extreme value
distribution is recommended to be the regional parent distribution. )

Zafirakou—Koulouris et al. (1998) introduced L-moments diagrams for the evaluation of
goodness of fit for censored data ( data containing values above or below the analytical threshold
of measuring equipment’s).

Whitley and Hromadka (1999) presented approximate confidence intervals for design
floods for a single site using a neural network. The authors mention that a basic problem in
hydrology is the computation of confidence levels for the value of the T-year flood when it is
obtained from a log Pearson III distribution using the estimated mean, standard deviation and
skewness. The authors gave a practical method for finding approximate one-sided or two-sided
confidence intervals for the 100-year flood based on data from a single site. The confidence
interval are generally accurate to within a percent or two, as tested by simulations, and are
obtained by use of neural network.

Parida and Moharram (1999) compared quantile estimates computed using some of the
commonly used statistical models and found that based on ranking of mean absolute deviation
of the estimates Generalized Pareto (GP) distribution, in general, performed well.

Tacobellis and Fiorentino (2000} presented a new rationale, which incorporates the
climatic control for deriving the probability distribution of floods which based on the assumption
that the peak direct streamflow is a product of two random variates, namely, the average runoff
per unit area and the peak contributing area. The probability density function of peak direct
streamflow can thus be found as the integral over total basin area, of that peak contributing area
times the density function of average runoff per unit area. The model was applied to the annual
flood series of eight gauged basins in Basilicata (Southern Italy) with catchment area ranging
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from 40 to 1600 km?. The results showed that the parameter tended to assume values in good
agreement with geomorphologic knowledge and suggest a new key to understand the climatic
control of the probability distribution of floods.

Martins and Stedinger (2000) mention that the three-parameter extreme-value (GEV)
distribution has found wide application for describing annual floods, rainfzil, wind speeds, wave
heights, snow depths and other maxima. Previous studies show that small-sample maximum-
likelihood estimators (MLE) of parameters are unstable and recommend L moment estimators,
More recent research shows that method of moments quantile estimators have for -0.25 <k <
0.30 smaller root mean square error than L moments and MLEs. Examination of the behaviour
of MLEs in small samples demonstrates that absurd values the GEV-shape parameter k can be
generated. Use of a Bayesian prior distribution to restrict k values to a statistically/physically
reasonable range in a generalized maximum likelihood (GML) analysis eliminates this problem.

L-moments of a random variable were first introduced by Hosking(1986). They are
analogous to conventional moments, but are estimated as linear combinations of order statistics.
Hosking (1986, 1990) defined L-moments as linear combinations of the PWMs. In a wide range
of hydrologic applications, L-moments provide simple and reasonably efficient estimators of
characteristics of hydrologic data and of a distribution's parameters {Stedinger et al., 1992). L-
moment methods are demonstrably superior to those that have been used previously, and are now
being adopted by many organizations worldwide. Hosking and Wallis (1997) presented first
complete account of the L-moment approach to regional frequency analysis. It brings together
the results that previously were scattered among academic journals and also includes much new
material, The authors comprehensively describe the theoretical background to the subject and
provide practical advice to the users.

2.6 General Methodology

The main issues involved in regional flood frequency analysis and its generalised
approach are mentioned here under:

)] Regional homogeneity
(i)  Degree of heterogeneity and its effects on flood frequency estimates

(iii) Development of a relationship between mean annual peak flood and catchment
characteristics for estimation of floods for the ungauged catchments

(iv)  Estimation of parameters of the adopted frequency distributions by efficient parameter
estimation approach

(v)  Identification of a robust flood frequency analysis method based on descriptive ability
or predictive ability criteria
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Based on data availability and record length of the available data the following

approaches may be adopted for developing the flood frequency relationships:

a. At-site flood frequency analysis

b. At-site and regional flood frequency analysis

¢. Regional flood frequency analysis

2.6.1 At-site flood frequency analysis

@
(i)
(iii)

Fit various frequency distributions to the at-site annual maximum peak flood data.
Select the best fit distribution based on descriptive and predictive ability criteria.

Use the best fit distribution for estimation of T-year flood.

2.6.2 At-site and regional flood frequency analysis

(1)
(ii)

(iii)

(iv)
)

Screen the data and test the regional homogeneity.

Develop flood frequency relationships for the region considering various frequency
distributions.

Select the best fit distribution based on descriptive and predictive ability criteria.
Estimate the at-site mean annual peak flood.

Use the best fit regional flood frequency relationship for estimation of T-year flood.

2.6.3 Regional flood frequency analysis

M

(ii)

{ii1)

()

)
(vi)

Screen the data and test the regional homogeneity.

Develop flood frequency relationships for the region considering various frequency
distributions.

Select the best fit distribution based on descriptive and predictive ability criteria.

Develop a regional relationship between mean annual peak flood and catchment and
physiographic characteristics for the region.

Estimate the mean annual peak flood using the developed relationship.

Use the best fit regional flood frequency relationship for estimation of T-year flood.
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Regional Flood Frequency (RFFA) provides a procedure for utilizing the obvious spatial
coherence of hydrological variables, as one would do in preparing a rainfall map, and thus all
available relevant information is incorporated in the flood estimate. It provides at-site regional
flood quantile estimates which are superior to the pure at-site estimates, even if the region is
moderately heterogeneous. RFFA can be considered a necessity when one considers the case
against complete reliance on at-site estimates alone. Two-parameter distributions are not
sufficiently flexible to be able to model all plausible tlood-parent distributions. Their parsimony
in parameters leads to quantile estimates whose standard errors are not excessively large, but
whose bias may be excessively so. Three-parameter distributions, on the other hand, are
sufficiently flexible to be relatively unbiased, but this is accompanied by unacceptably large
standard error, These facts are true both in the case of homogeneous regions and mildly
heterogeneous regions. The gains obtained by RFFA in such cases have been documented by
Hosking et al. (1985a). Lettenmaier and Potter (1985), Wallis and Wood (1985), Lettenmaier et
al. (1987) and have been reviewed by Lettenmaier (1985). Thus, Regionalisation seems to be the
most viable way of improving flood quantile estimation. The performance of Probability
Weighted Moments (PWM)-based regional index flood procedure, in particular, is so superior
to the currently used institutional methods that no viable argument for the continuation of current
practice is evident. Particularly, where the flexibility of using a three-parameter distribution is
required, the reduction in the variability of flood quantile estimates achieved by proper
regionalisation is so large that at-site estimators should not be seriously considered.

Hosking (1990) has defined L-moments which are analogous to conventional Moments
and can be expressed as linear functions of probability weighted moments (PWMs). The basic
advantages offered by L-Moments over conventional moments in Hypothesis Testing, and
identification of distributions, have opened new vistas in the field of regional flood frequency
analysis. In this regard, a very recent and significant contribution has been made by Hosking and
Wallis (1993 and 1997), which can be regarded as state-of-the-art approach for regional flood
frequency analysis.

2.7 Effect of Regional Heterogeneity on Quantile Estimates

Cunnane (1989) mentions that regional flood estimation methods are based on the
premise that standardized flood variate, such as X = Q/E(Q) has the same distribution at every
site in the chosen region. Serious departures from such assumptions could lead to biased flood
estimates at some sites. Those catchments whose C, and C, values happen to coincide with the
regional mean values would not suffer such a bias, If the degree of heterogeneity present is not
too great its negative effect may be more than compensated for by the larger sample of sites
contributing to parameter estimates. Thus X, estimated from M sites, which are shightly
heterogeneous may be more reliable than X, estimated from a smaller number, say M/3, more
homogeneous sites, especially if flow records are short. Hosking et al. (1985a) studied the effect
of regional heterogeneity on quantile estimates obtained by a regional index flood method. A
heterogeneous region of 20 stations (j = 1, 2......20} is specified, whose flood populations are
GEYV distributed with parameters varying linearly, thus reflecting a transition from small to large
catchments. This simulation study has shown that the regional algorithms give relatively more
stable quantile estimates, compared to at-site estimators. Further, Lettenmaier (" 985), using
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heterogeneous GEV data bases (qualitatively similar to those of Hosking et al., 1985a), as
compared the two parameter Gumbel at-site estimator with a variety of regional estimators. The
clear conclusion from this study is that if record lengths at individual sites are <30 years, at-site
quantile estimates are less reliable than regional estimates, even when the regional heterogeneity
is found to be moderate. Lettenmaier and Potter (1985) have used a regional flood distribution
at each site depend on the logarithm of the catchment area. This offers the advantage of a
controlled simulation study, that has been used to impose heterogeneity on the flood generating
populations. They have compared the performance of eight estimators, out of which at-site
estimators are two and remaining are regional estimators. They found that the index-flood
regional estimators had lower oot mean square error than the at-site estimators, even under
conditions of moderate heterogeneity.

Stedinger and Lu (1994) examined the performance of at-site and regional GEV(PWM)
quantile estimators with various hydrologically realistic GEV distributions, degrees of regional
heterogeneity, and record lengths. The main importance of this study is that, it evaluates the
performance of the above-said estimators, for different possible hydrologic regions, assuming
realistic parameters. They have concluded that the index-flood quantile estimators perform better
than other estimators, when regional heterogeneity is small to moderate and n<T (Cv(Cv) <0.4).
Further, they conclude that, for sites with sufficient record length, with significant lack of fit, the
shape parameter estimator is preferable. For estimating quantiles at sites with long record length
(n>T), the use of at-site GEV (PWM) estimator is suggested from their study.

Hosking and Wallis (1997) mention that when the region is heterogeneous, it 1s possible
that a test makes use of the at-site 1L-moments might enable better discrimination between
distributions. The regional average gives a sufficient summary of the data when the region is
homogeneous, but this is no longer the case for a heterogeneous region. For the heterogeneous
region the authors consider it more important that the chosen distribution be robust to
heterogeneity than that it achieves the ultimate quality of fit. The authors tend to prefer the
Wakeby distribution for heterogeneous regions, and also state that in a large investigation there
may be many regions, and the choice of frequency distribution for one region may affect the
others. If one distribution gives an acceptable fit for all or most of the regions, then it is
reasonable to use this distribution for all regions even though it may not be the best for each
region individually.

Hence, on the basis of recent studies, it may be concluded that dividing the catchment
data set into various parts, for obtaining more internal homogeneity of regions is not necessary
or quite useful. On the other hand, more reliable flood frequency estimates may be obtained by
considering a few larger and slightly heterogeneous regions, comprising of the larger number of
catchments, than many homogenous Tegions, each with only a smaller number of catchments.
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2.8 Application of L-Moments as a Parameter Estimator

Some of the commonly used parameter estimation methods for most of the frequency
distributions include:

(1) Method of least squares

{i1) Method of moments

(in)  Method of maximum likelihood

(iv)  Method of probability weighted moments

(v)  Method based on principle of maximum entropy
(vi)  Method based on L-moments

.The method of moments has been one of the simplest and conventional parameter
estimation techniques used in statistical literature. In this method, while fitting a probability
distribution to a sample, the parameters are estimated by equating the sample moments to these
of the theoretical moments of the distribution. Even though this method is conceptually simple,
and computations are straight-forward, it is found that numerical values of the sample moments
can be very different from those of the population from which the sample has been drawn,
especially when sample size is small and/or the skewness of the sample is considerable. Further,
estimated parameters of distnibutions fitted by method of moments, are not very accurate.

A number of attempts have been made literature to develop unbiased estimates of
skewness for various distributions. However, these attempts do not yield exactly unbiased
estimates. In addition, the variance of these estimates is found to increase. Further, a notable
drawback with conventional moment ratios such as skewness and coefficient of variation is that,
for finite samples, they are bounded, and will not be able to attain the full range of values
available to population moment ratios (Kirby, 1974). Wallis et al. (1574) have been shown that
the sample estimates of conventional moments are highly biased for small samples and the same
results have been extended by Vogel and Fennessey (1993) for large samples (n>1000) for highly
skewed distributions.

Hosking (1990) has defined L-moments, which are analogous to conventional moments,
and can be expressed in terms of linear combinations of order statistics, i.e., L-statistics. L-
moments are capable of characterising a wider range of distributions, compared to the
conventional moements. A distribution may be specified by its L-moments, even if some of its
conventional moments do not exist {Hosking, 1990). For example, in case of the generalised
pareto distribution, the conventional skewness is underfind beyond a value of 155, (shape
parameter = 1/3), while the L-skewness can be defined, even beyond that value. Further, L-
moments are more robust to cutliers in data than conventional moments (Vogel and Fennessey,
1993) and enable more reliable inferences to be made from small samples zbout an underlying
probability distribution. The advantages offered by I.-moments over conventional moments in
hypothesis testing, boundedness of moment ratios and identification of distributions have been
discussed in detail by Hosking (1986). Stedinger et al. {1993) have described the theoretical
p[roperties of the various distributions commonly used in hydrology, and have summarised the
relationships between the parameters and the L-moments. The expressions to compute the biased
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and the unbiased sample estimates of L-moments and their relevance with respect to hydrologic
application have also been presented therein. Hosking (1990) has also introduced L-moment ratio
diagrams, which are quite useful in selecting appropriate regional frequency distributions of
hydrologic and meteorologic data. The advantages offered by L-moment ratio diagrams over
conventional moment ratio diagrams are well elucidated by Vogel and Fennessey {1993).
Examples for the usage of L-moment ratio diagrams are found in the works of Wallis (1988,
1989), Hosking and Wallis (19874, 1991), Vogel et al. (1993).

Exact analytical forms of sampling properties of L-moments are extremely complex to
obtain, Hosking {(1986) has derived approximate analytical forms for the sampling properties of
same probability distributions, using asymptotic theory. It i1s to be noted that even these
approximate analytical forms are not available for some of the important distributions, of then
used in water resources applications, such as generalised normal {Long normal-3 parameter)

. distribution and Pearson-3 (three parameter Gamma} distribution Further, the sampling properties
obtained from the asymptotic theory using first order approximation, give reliable approximation
to finite sample distributions, only when sample size is considerable (Hosking et al., 1985b;
Hosking, 1986, Chowdhury etal., (1991). But, often, hydrologic records are available for only
short periods. Hence, it is necessary to investigate the sampling properties of L-moments for
sample size, for which Monte-Carlo simulation provides a viable alternative. In recent literature
(Hosking, 1990; Vogel and Fennessey, 1993; Stedinger et al., 1993), it is stated that L-moment
estimators in general, are almost unbiased. However, a detailed investigation of the sampling
properties of L-moments has been attempted so far. It is to be noted that sample estimators of L-
moments are always linear combinations of the ranked observations, while the conventional
sample moment estimators require squaring and cubing the observations respectively, which in
turn, increases the weighiages to the observations away from the mean, thus resulting in
considerable bias. However, a dctailed comparison of the sampling properties between
conventional moment estimators and L-moment estimators has not been attempted so far.

Utilising the desirable properties of the L-moments such as unbiasedness of the basic
moments and normality of the asymptotic distributions of the sampling properties. Hosking and
Wallis (1993) have defined a set of regional flood frequency measures namely,i) Discordancy
measure ii) Heterogeneity measure and iii) Goodness of fit (GOF) measure. They have suiiably
incorporated these measures in the modified index flood algorithm suggested by Wallis (1980).
This has resulted in a very versatile and efficient regional flood frequency procedure, which has
been discussed in detail by Hosking and Wallis (1993). The tests suggested by them for regional
heterogeneity and goodness of fit are the most powerful, out of the available tests.

The various regional flood frequency distributions coupled with PWM-based index ficod
procedure, the different at-site estimators (2-parameters and 3-parameter) and the regtonal shape
parameter based models of various distributions together provide a wide range of choice for the
selection of the most competitive flood frequency models for the region/site in question. In such
situations, regional Monte-Carlo simulation technique will be very much useful in evaluating the
performance efficiency of the different alternative models. A further advantage of adopting the
Monte-Carlo simulation technique is that regional data can be easily generated according to the
pattern of the real-world data of the region and in addition the true flood quantiles are also
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known, thus enabling the evaluation of the relative performance between the different models
(estimators). A few such regional Monte-Carlo simulation exercises have been carried out in
order to establish the performance of regional estimators under different conditions of
heterogeneity. Lettenmaier et al. (1987) consider GEV regional population, for a hypothetical
region of 21 sites, with their CV, Skewness and length of record varying linearly across the sites.
However, in a real world situation, these variations may not be linear as assumed. They
considered regions with k=0.15 and an average coefficient of variation = 0.5, 1.0, 1.5 and 2.0.
Out of the cases considered, only CV=0.5 represents the realistic regional flood frequency
distributions, since the other cases of CV give rise to considerable percent of negative flows in
the simulation study. Further, their assumption of mcan = 1.0 for all sites creates a source of
uncertainty in flood quantile estimates, particularly for regions, where the mean CV is large
{Stedinger and Lu, 1994).

Pilon and Adamowski (1992) carried out a Monte-Carlo simulation study to show the
value of information added to flood frequency analysis, by adopting a GEV regional shape
parameter model over the at-site models using the observed data collected from the province of
Nova Scotia (Canada). However, they assumed the at-site mean in all sites considered as 100.0
and they have generated the flood data direcily from a GEV distribution (after selecting through
L-Moment ratio diagram), whose parameters have been computed from the regional moments.
This simulation does not correspond to the true regional Monto-Carlo simulation of the region
considered, even though it shows that additional information value is added by regional models.
Further, their simulation does not incorporate the degree of heterogeneity present in the region.

Stedinger and Lu (1994) presented the performance of at-site and regional GEV (PWM)
quantile estimators through a comprehensive Monte-Carlo simulation study using hydrologically
realistic GEV distributions and varying degrees of heterogeneity, and record lengths. The authors
evaluated the performance of these estimators for different possible hydrologic regions, using
regional average standardised performance measures. Their Monte-Carlo analysis considers a
wide range of realistic values of mean CV and coefficient of variation of CV to represent the
different hydrologic regions and different degrees of heterogeneity, respectively.
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3.0 PROBLEM DEFINITION

For design of various types of hydraulic structures such as road and railway bridges,
culverts, weirs, barrages, cross drainage works etc. the information on flood magnitudes and
their frequencies is needed. Whenever, rainfall or river flow records are not available at or near
the site of interest, it is difficult for hydrologists or engineers to derive reliable flood estimates
directly. In such a situation, the flood formulae developed for the region are the alternative
method for estimation of design flood. Most of the flood formulae developed for different
regions of the country are empirical in nature and do not provide flood estimates for the desired
return period and there is 2 need for developing regional floed frequency relationships and flood
formulae for estimation of floods of different return periods for the gauged and ungauged
catchments of the country.

L-moments of a random variable were first introduced by Hosking (1986). They are
analogous to conventional moments, but are estimated as linear combinations of order statistics.
Hosking (1986, 1990) defined L-moments as linear combinations of the PWMs and presented
their state of art applications in the area of frequency analysis.. In a wide range of hydrologic
applications, L-moments provide simple and efficient estimators of characteristics of hydrologic
data and of a distribution's parameters (Stedinger et al., 1992),

The objectives of this study are:

(a) To screen the data using discordancy measure (D,) test for examining suitability of the
data for flood frequency analysis.

(b) To test regional homogeneity using the available annual maximum peak flood data of
North bank tributaries of river Brahmaputra.

{c) To carryout comparative regional flood frequency analysis studies employing some of
the commonly adopted frequency distributions using L-moments approach, and to
identify robust regional flood frequency distribution based on L-moment ratio diagram
and Z%* statistic criteria.

(d) To develop regional flood frequency relationship for estimation of floods for different
return periods for the gauged catchments of the study area using the robust frequency
distribution.

()  To develop regionai relationship between mean annual peak floods and physiographic
characteristics for estimating the mean annual peak flood for the ungauged catchments
of North Brahmaputra river system.

(¢)  To couple the regional relationship between mean annual peak flood and physiographic
characteristics with the regional flood frequency relationship for developing the regional
flood formula for estimation of floods of various return periods for ungauged catchments
of North Brahmaputra river system.
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4.0 DESCRIPTION OF THE STUDY AREA

The present study has been carried out for the region comprising of the catchment areas
of the North bank tributaries of the Brahmaputra river. A brief description of the Brahmaputra
basin and some of the tributaries of the river Brahmaputra whose data have been used in carrying
out the study is given below.

4.1 Brahmaputra Basin

The Brahmaputra basin extends over an area of 5,80,000 km? and lies in Tibet, Bhutan,
India and Bangladesh. The drainage area of the basin lying in India is 1,94,413 km?; which forms
nearly 5.9%of the total geographical area of the country. The basin lies in the states of Arunachal
Pradesh, Assam, Meghalaya, Nagaland, Sikkim and West Bengal. The river system of
Brahmaputra valley is shown in Fig. 1. The water resources potential of the basin is the highest
in the country, while present utilisation is the lowest. Major projects on Dihang Subansin,
Kamen, Pagaladiaya have been identified for power generation and flood protection. This basin
also holds promises for transfer of water to other deficit basins /sub-basins, which will reduce
the flood problem in the valley also. Though Brahmaputra basin is abundant in water during
monsoon season, there are certain pockets having drinking water scarcity during non-monsoon
season e.g. Cherapunji in Meghalaya. The main industries are forest products based, wood
product, paper and pulp industries, oil and tea industries etc. The quality of water in the basin is
not under threat at present, except for sediment load contributed by erosion in the upper
catchment. Coal, lime and dolomite mining could be a source of pollution in the future.

The Brahmaputra valiey is subjected to frequent and damaging floods almost every year.
The extent of flood problem is much greater than any other flood prone valleys in India like
Ganga, Narmada and Godavari because of the physiography, distribution of rainfall and basin
geology. The flooding of the most parts of the valley from Dhubri to Kobo for a length of 640
km with a number of villages or even a few towns is a common occurrence in the period of June
to August. Heavy deforestation, shifting cultivation, reclamation of low lying areas which earlier
served as detention basins and inadequate capacity of the rivers are the main reasons of floods.
Regarding the management of flood in the basin there has been main dependence on
embankments. About 27.5% of the total embankments constructed in the country lie in
Brahmaputra and Barak valleys and have provided inadequate protection. Further, raising,
strengthening and anti erosion measures for these embankments have proved to be very
expensive. Construction of embankments has also caused serious problems of drainage
congestion behind embankments due to high rainfall which resulted into more distress to the
population in the protected area then otherwise. The tributaries of Brahmaputra carry excessive
silt load and create congestion at the outfall due to high stage of the Brahmaputra over a long
period during the rainy season.

The mean annual rainfall over the catchment excluding Tibet and Bhutan is about 2300
mm.The mean annual rainfall over the sub catchments varies widely from 2590 mm in Siang/
Dihang catchment in Arunachal Pradesh to 1735 mm in Kopili sub catchment in central Assam.
Tn the northern part, monsoon rainfall accounts for less than 50%of the annual rainfall, the pre-
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system of Brahmaputra valley

Fig. 1: Index map of river
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monsoon around 35% and winter rain around 10%. In the rest of the catchment towards the south
60 to 70% rainfall occurs during the monsoon period and 20 to 30% in pre-monsoon scason and
a small amount during the winter. The valley width of the Brahmaputra is only 80 to 90 km
between the foothills in the North and South of which the highly braided river occupies a width
of 6 to 18 km in most places. Forests and Tea gardens occupy the high lands along the foothills.
As such, the remaining width occupied by villages and cultivated fields are very small and fall
within the flood plains of the river thus aggravating flood damages. Increasing encroachment of
the riverine areas due to rising populations, addition of infrastructural facilities like roads etc.

The problem of floods of Assam in the Brahmaputra valley can be summarized as;
inundation of large areas due to spilling of banks by the Brahmaputra and simultaneous
overflowing of banks by the tributaries, drainage congestion at the outfall of the tributaries
during high stages of the river Brahmaputra causing flooding of low lying areas and excessive
silt oad in the river due to soil erosion and large scale landslides in the hilly catchment areas due
to intense rainfail on fragile steep slopes of Himalayas resulting in instability of the river and
erosion of its banks.

4.2 North Bank Tributaries of River Brahmaputra

Manas

The river originates from hills in Tibet. Geographical location of the basin is 26°13’ to
28°35" N latitude and 90°27 to 92°27" E longitude. The river system is divided into three parts;
Choulkhowa river system, Beki-Manas river system and Aie river system. There are total ten
raigauge stations inside the basin and three gauging sites at different reaches near the road
crossings (bridges). Beki is the tributary of river Manas.

Nanai

The river originates from foothills of Bhutan range of Himalaya called kalapani hills.
Geographical location of the basin is 26°15” to 27°45" N latitude and 90°0° to 91°45° E
longitudes. There are four raigauges inside the basin and one gauging site at road the crossing.

Borolia

The river originates from the subsoil water near Negrijuli Tea Estate, flowing for a
distance of about five miles it meets another stream named Balti that originates from the foothill
of Bhutan. The geographical location of the basin is 26° 37° 30" ~ 26" 40" 30” N latitude and 91°
25’ — 91° 40’ E longitude. The discharge data of the river Borolia are recorded at a proposed head
work site at Pub-Kachukata. The river is also gauged at NH crossing near Rangia.
Puthimari

Puthimari river originates from Himalayan ranges in Bhutan near 25°12’ N latitude and
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91°34’ E longitude at an altitude of 3750 m above msl. Geographical location of the basin is
26°10" to 27°18" N latitude and 91°27" to 91°50" E longitude. There are 7 raingauge stations in
the basin and one gauging site at the NH crossing.

Dhansiri

The river originates from foothills of Himalaya called Khempajuli hills situated in
Bhutan and Kalaktangpa hills in Arunachal Pradesh. Geographical location of the basin is 26°30’
to 27°03" N latitude and 92°0° to 92°17" E longitude. There are four raingauge stations in the
basin and one gauging site at the NH crossing.

Belsiri

Belsiri originates from Kalaktangpa hill in Arunachal Pradesh. The basin is located in
Sonitpur district of Assam and West Kameng district of Arunachal Pradesh. The geographical
location is 92° 18’ - 92° 36" E longitude 26° 36’ — 27° 8’ N latitude. There are four raingauge
stations in the basin.

Gabharu

Gabharu river originates from Kalatngpa hills of Arunachal Pradesh. The basin is located
in district Sonitpur of Assam and East kameng of Arunachal Pradesh. The geographical location
15 92° 25’ - 93° 40" E longitude and 26° 55’ — 27° 0’ N latitude. There are two rainguage stations
in the catchment and one gauging site.

Jiabharali

Jiabharali is one of the major north bank tributary of Brahmaputra river. Out of total 229
km of its length, 166 km flows in hilly terrain of Arunachal Pradesh and remaining 63 km in
plains of Assam. In the upper reach of Arunachal Pradesh, the river is known as Kameng river
and in lJower reaches of Assam, it is known as Bharali. The river follows a braided pattern in the
plains of Assam. There are 9 raingauge stations and one GD site in the basin

Subansiri

River originates in the snow cloud peaks of Karkang Shabota, Bara and Mata in Bhutan
at an elevation of about 5389 m above msl. Geographical extent of the basin is 27°0 to 29°0°
N latitude and 91°45° to 94°45° E longitude. There are 18 rainguage station spread over the basin
and one GD site is available at the outlet.

Sankush

The river originates from the snow clad greater Himalayan ranges at Tibet at an elevation
of about 7300 m above msl. Geographical location of the basin is 26°43’ to 28°18" N latitude and
89°24’ to 90°30” E longitude. There are total eight raingauge stations (five in Bhutan and three
in India) availabie in the basin with ne GD site in India.
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5.0 DATA AVAILABILITY FOR THE STUDY

Annual maximum peak flood data of 12 gauging sites lying in the North Brahmaputra
river system and varying over 11 to 33 years in record length are available for the study. As
shown in Table 1, catchment areas of these sites vary from 148 km? to 30,100 km’ and mean
annual peak floods of these sites vary from 99.6 m'/s to 8916.07 m’/s.

Table 1 River name, catchment area, mean annual peak flood and record length

for the 12 gauging sites of North Brahmaputra river system

SL River name Catchment Mean annual Record

No. area peak flood length

(km?) (m3/s) (Years)
1 Monas 30100 6048.51 17
2 | Nonai 148 9.6 11
3 | Borolia 310 190.18 15
4 | Puthimari 1100 583.38 37
5 | Dhansin 530 1322.28 21
6 | Pachnoi 198 219.61 22
7 Belsiri 460 304.66 23
8 Gabharu 324 269.76 15
9 | Jiabharali 11000 423433 36
10 | Subansiri 25886 8916.07 27
11 | Beki 1331 752.18 13
12 | Sankush 9799 1883.45 12
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6.0 METHODOLOGY

The following aspects of methodology used for development of L-moment based regional
flood frequency relationship for gauged catchments as well as development of regional flood
formula for estimation of floods of various return periods for ungauged catchments of are
discussed as follows.

(i) Probability weighted moments (PWMSs) and L-moments,

(i)  Data screening,

(tii)  Test of regional homogeneity,

{iv)  Frequency distributions used,

(v)  Goodness of fit measures, and

(vi)  Development of relationship between mean annual peak flood and catchment area.

6.1 Probability Weighted Moments (PWMs) and L-moments

L-moments of a random variable were first introduced by Hosking (1986). Hosking and
Wallis (1997) state that L-moments are an alternative system of describing the shapes of
probability distributions. Historically they arose as modifications of the probability weighted
moments’ (PWMSs) of Greenwood et al. (1979).

6.1.1 Probability weighted moments (PWMs)

Probability weighted moments are defined by Greenwood et al. (1979) as:

M, = [x(F)' (F) (I~F)"* dF 1)

where, F=F (x) = }f (x)dx is the cumulative density function and x (F) is the inverse of it; 1, j,

k are the real numbers. The particularly useful special cases of the PWMs ay and f;. are:

o = My, = 'gx(F) (1-F)* dF @

B, =M,,, =| x(F) (F)’ dF 3)
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These equations are in contrast with the definition of the ordinary conventional moments, which
may be written as:

E(X") = [{x(¥)}' dF 4)

The conventional moments or “product moments™ involve higher powers of the quantile
function x(F); whereas, PWMs involve successively higher powers of non-exceedance
probability (F) or exceedance probability (1-F) and may be regarded as integrals of x(F)
weighted by the polynomials F or (1-F)". As the quantile function x(F) is weighted by the
probability F or (1-F), hence these are named as probability weighted moments. The PWMs have
been used for estimation of parameters of probability distributions as described in Chapter2.

However, PWMs are difficult to interpret as measures of scale and shape of a probability
distribution. This information is carried in certain linear combinations of the PWMs. These linear
combinations arise naturally from integrals of x(F) weighted not by polynomials F" or (1-f)" but
by a set of orthogonal polynomials (Hosking and Wallis, 1997).

6.1.2 L-moments

Hosking (1990) defined L-moments as linear combination of probability weighted
moments. In general, in terms of oy and Bj, L-moments are defined as:

A = (D" Ty &y = ¥ Prs Bi (5)
k={} k=0
where, p;, is an orthogonal polynomial (shifted Legender polynomial) expressed as:

LI -k T r+ - (_'l)lr-k (l'+k)!
pry = (-7 'C, ™C, = WY -k (6)

L-moments are easily computed in terms of probability weighted moments (PWMs) as given
below.

A= 0o =Po (7
A= op - 20 =2P1 - Po (8)
A3 = - 6o + 60 = 61 - 61 + Po (9)
Ae= Oip- 120y + 30a; — 20 o3 =203 — 30B2 + 121 + Beo (10}
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The procedure based on PWMs and L-moments are equivalent, However, L-moments are
more convenient, as these are directly interpretable as measures of the scale and shape of
probability distributions. Clearly A, the mean, is a measure of location, A; is a measure of scale
or dispersion of random variable. It is often convenient to standardise the higher moments so that
they are independent of units of measurement.

=2 for 1=3,4 (11)

2

Analogous to conventional moment ratios, such as coefficient of skewness t; is the L-
skewness and reflects the degree of symmetry of a sample. Similarly t4 is a measure of
peakedness and is referred to as L-kurtosis. These are defined as:

L-coefficient of variation (L-CV), (1) = halN
L-coefficient of skewness, L-skewness (13} = Az/ A
L-coefficient of kurtosis, L-kurtosis (t4) = Agl A2

Symmetric distributions have 13 = 0 and its values lie between -1 and +1. Although the
theory and application of L-moments is parallel to that of conventional moments, L-moment
have several important advantages. Since sample estimators of L-moments are always linear
combination of ranked observations, they are subject to less bias than ordinary product moments.
This is because ordinary product moments require squaring, cubing and so on of observations.
This causes them to give greater weight to the observations far from the mean, resulting in
substantial bias and variance.

6.2 Data Screening

In flood frequency analysis, the data collected at various sites should be true
representative of the annual maximum peak flood measured and must be drawn from the same
frequency distribution. The first step in flood frequency analysis is to verify that the data are
appropriate for the analysis. The preliminary screening of the data must be carried out to ensure
that the above requirements are satisfied. Errors in data may occur due to incorrect recording or
transcription of the data values or due to shifting of the gauging site to a different location as
well as due to changes in the measuring practices or as a result of water resources development
activities. Tests for outliers and trends are well established in the statistical literature (e.g.,
Barnett and Lewis, 1994; W.R.C., 1981; Kendall, 1975). For comparison of data observed from
different sites, some techniques such as double mass plots or quantile-quantile plots are
commonly used.
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Hosking and Wallis (1997) mention that in the context of regional frequency analysis
using L-moments, useful information can be obtained by comparing the sample L-moment ratios
for different sites, incorrect data values, outliers, trends and shifts in the mean of a sample can ail
be related to L-moments of the sample. A convenient amalgamation of the L-moment ratios into
a single statistic, a measure of discordancy between L-moment ratios of a site and the average L-
moment ratios of a group of similar sites, has been termed as “discordancy measure”, Di.

6.2.1 Discordancy measure

The aim of the discordancy measure is to identify those sites from a group of given sites
that are grossly discordant with the group as a whole. Discordancy is measured in terms of the L-
moments of the data of the various sites as defined below (Hosking and Wallis (1997)). Suppose
that there are N sites in the group. Let u; = [t t4{_i)]T be a vector containing the t, t; and t4
values for site i: T denotes transposition of a vector or matrix. Let

T=N"%
= u,

(12)

be (unweighted) group average. The matrix of sums of squares and cross products is defined as:

A=Y (u,~u)y, )’ a3
i=l

The discordancy measure for site i is defined as:

D, =%N(ui ~u)T A (u;-u) (14)

The site i is declared to be discordant if D; is larger than the critical value of the discordancy
statistic D; given in Table 2.

Table 2: Critical values of discordancy statistic, D;
(adapted from Hosking and Wallis, 1997)

No. of sites | Critical value | No. of sites in | Critical value
in region region
IE 1.333 10 2.491
6 1.648 11 2.632
7 1.917 12 2.757
B 2.140 13 2.869
9 2.329 14 2971
=15 3
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For a discordancy test with significance level @ an approximate critical value of max; D
is (N-1)Z/(N-4+3Z), where Z is the upper 1000/N percentage point of an F distribution with 3
and N-4 degrees of freedom. This critical value is a function of o and N, where a = 0.10. D; is
likely to be useful only for regions with N > 7.

6.3 Test of Regional Homogeneity

A test statistic H, termed as heterogeneity measure has been proposed by Hosking and
Wallis (1993). It compares the inter-site variations in sample L-moments for the group of sites
with what would be expected of a homogeneous region. The inter-site variation of L-moment
ratio is measured as the standard deviation (V) of the at-site LCV’s weighted proportionally to
the record length at each site. To establish what would be expected of a homogeneous region,
simulations are used. A number of, say 500 data regions are generated based on the regional
weighted average statistics using a four parameter distribution e.g. Kappa or Wakeby
distribution. The inter-site variation of each generated region is obtained and the mean (W) and
standard deviation (o) of the computed inter-site variation is obtained.

Let the proposed region has N sites with site i having record length n; and sample L-moment
ratios t¥, ;% and t”. The regional average L-CV, L-Skewness and L-Kurtosis weighted

proportionally to the sites’ record length for example, t* mentioned below. The various steps
involved in computation of heterogeneity measure (H) are mentioned below.

@) Compute the weighted regional average L moment ratios

N . N,
"= n,t/ 3 n (15)

=] i=d
The value of t¥ and t; can also be computed similarly by replacing tV by 1,0, and t,©.

(ii) Compute the weighted standard deviation of at site LCV’s ")

Vz[f n, (1t —t%)? § niT (16)

i=1 iwl

(iii)  Fit a general 4-parameter distribution (Kappa or 4 parameter Wakeby etc.) to the regional
average L-moment ratios, t%, t; and t} .

(iv)  Simulate a large number of regions say 500 having same record lengths as the observed
data of the proposed region.
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(v)  Repeat steps 1 and 2 for each of the 500 simulated regions and calculate the weighted
standard deviations for each simulated region and take it as vy, v2, v3,....... V500,

(vi)  Compute the mean (p,) and standard deviation (o) of the values obtained in step (v).

(vil) Compute the Heterogeneity measure H as given below.

H=Y B (i7)
av

The criteria established by Hosking and Wallis (1993) for assessing heterogeneity of a
region is as follows.

If H<1 Region is acceptably homogeneous.
If 1 <H<2 Region is possibly heterogeneous.
If H22 Region is definitely heterogeneous.

6.4 Frequency Distributions Used

The following commonly adopted frequency distributions have been used in this study.
The details about these distributions and relationships among parameters of these distributions
and L-moments are available in literature (e.g. Hosking and Wallis, 1997).

6.4.1 Extreme value type-I distribution (EV1)

Extreme Value Type-I distribution (EV1) is a two parameter distribution and it is
popularly known as Gumbel distribution. The quantile function or the inverse form of the
distribution is expressed as:

XxX(F)=u-aln{-InF) (18)

Where, u and a are the location and scale parameters respectively, F is the non-exceedence
probability viz. (1-1/T) and T is return period in years.

6.4.2 General extreme value distribution (GEV)
General Extreme Value distribution (GEV) is a generalized three parameter ¢xtreme

value distribution. Its theory and practical applications are reviewed in the Flood Studies Report
(NERC,1975). The quantile function or the inverse form of the distribution is expressed as:

x(F) = u+a {I--nF)*Y/k; kz0 (19)
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=x(F)=uv-aln{(-InF) k=0 (20)

Where, u, o and k are location, scale and shape parameters of GEV distribution
respectively. EV1 distribution is the special case of the GEV distribution, when k = 0.

6.4.3 Logistic distribution (LOS)
Inverse form of the Logistic distribution (LOS) is expressed as:
x(F) = u -aln {(1-F)/F} 21)
Where, u and o are location and scale parameters respectively.
6.4.4 Generalized logistic distribution (GLO)
Inverse form of the Generalized Logistic distribution (GLO) is expressed as:
X(F) =u +[a[l-{(1-F)/F}*}/k; k=0 (22)
x(F) = u -aln {(1-F)/F}; k=0 (23)

Where, u, o and k are location, scale and shape parameters respectively. Logistic
distribution is the special case of the Generalized Logistic distribution, whenk = 0.

6.4.5 Generalized Pareto distribution (GPA)

Inverse form of the Generalized Pareto distribution (GPA) is expressed as:
x(F) =u +a{1-(1-F*}/k; k=0 (24)
X(F)=u -aln(l-F) k=0 (25)

where, u, o and k are location, scale and shape parameters respectively. Exponential
distribution is special case of Generalized Pareto distribution, when k = 0.

6.4.6 Generalized normal distribution (GNO)

The cumulative density function of the three parameter Generalized normal distribution
(GNO) is given below.

F(x)=¢|- k™ log{l - k(x - &) /a}] | (26)
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where, &, a and k are its location, scale and shape parameters respectively. When k =0, it

becomes normal distribution with parameters £ and «. This distribution has no explicit analytical
inverse form.

6.4.7 Pearson Type-IIl distribution (PT-III)

The inverse form of the Pearson type-III distribution is not explicitly defined. Hosking
and Wallis (1997) mention that the Pearson type-III distribution combines Gamma distributions
(which have positive skewness), reflected Gamma distributions (which have negative skewness)
and the normal distribution (which has zero skewness). The authors parameterize the Pearson
type-1II distribution by its first three conventional moments viz. mean p, the standard deviation
o, and the skewness y. The relationship between these parameters and those of the Gamma
distribution is as follows. Let X be a random variable with a Pearson type-III distribution with
parameters i, ¢ and y. If y > 0, then X - p + 2 o/y has a Gamma distribution with parameters o =
4, B=cy/2. If Y =0, then X has normal distribution with mean p and standard deviation o. If
Y <0, then -X + 1 - 2 o/y has a Gamma distribution with parameters o = 4/v>, B =| o y!2| :

Ify=0,leta=44", B=|oy/2l, and £=p-20/yand T {.) is Gamma function. If y > 0, then the
range of x is & < x < o and the cumulative distribution function is:

F(x) = G [a, %é] / T(x) (27)
If y <0, then the range of x is -o¢ <% < and the cumulative distribution function is:
F(x) =1-G [a%—"J / (o) (28)

6.4.8 Kappa distribution (KAP)

The kappa distribution is a four parameter distribution that includes as special cases the
Generalized logistic (GLO), Generalized extreme value (GEV) and Generalized Pareto
distribution (GPA).

x(B)=E+afi- {1- B /)t [k (29)
where, £ is the location parameter, o is the scale parameter.

When h = -1, it becomes Generalized logistic (GLO) distribution; h = 0 is the
Generalized extreme value (GEV) distribution; and h = 0 is the Generalized Pareto (GPA)
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distribution. It is useful as a general distribution with which to compare the fit of two and three
parameter distributions and for use in simulating artificial data in order tc assess the accuracy of
statistical methods (Hosking and Wallis, 1997).

6.4.9 Wakeby distribution (WAK)

Inverse form of the five parameter Wakeby {WAK) distribution is expressed as:

x (F) = §+%{1—(1—F)P}--g-{1-(l~F)—~8} (30)

where, &, a, B, v, and 3 are the parameters of the Wakeby distribution.

6.5 Goodness of Fit Measures

In a realistically homogencous region, all the sites follow the same frequency
distribution. But as some heterogeneity is usually present in a region so no single distribution 1s
expected to provide a true fit for all the sites of the region. In regional flood frequency analysis
the aim is to identify a distribution which will yield reasonably accurate quantile estimates for
each site of the homogeneous region. Assessment of validity of the candidate distribution may be
made on the basis of how well the distribution fits the observed data. The goodness of fit
measures assess the relative performance of various fitted distributions and help in identifying
the robust viz. most appropriate distribution for the region. A number of methods are available
for testing goodness of fit of the proposed flood frequency analysis models. These include Chi-
square test, Kolmogorov-Smirnov test, descriptive ability tests and the predictive ability tests.
Cunnane (1989) has brought out a comprehensive description of the descriptive ability tests and
the predictive ability tests. Apart from the aforementioned tests the recently introduced L-
moment ratio diagram based on the approximations given by Hosking (1991) and the goodness

of fit or behavior analysis measure for a frequency distribution given by statistic Z™ described
below, are aiso used to identify the suitable frequency distribution,

6.5.1 L-moment ratio diagram

The L-moment statistics of a sample reflect every information about the data and provide
a satisfactory approximation to the distribution of sample values. The L-moment ratio diagram
can therefore be used to identify the underlying frequency distribution. The average L-moment
statistics of the region is plotted on the L-moment ratio diagram and the distribution nearest to
the plotted point is identified as the underlying frequency distribution. One big advantage of L-
moment ratio diagram is that one can compare fit of several distributions using a single graphical
instrument (Vogel and Fennessey, 1993).
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6.5.2 z™ statistic as a goodness-of-fit measure

In this method also the objective is to identify a distribution which fits the observed data
acceptably closely. The goodness of fit is judged by how well the L-Skewness and L-Kurtosis of
the fitted distribution match the regional average L-Skewness and L-Kurtosis of the observed

data, The goodness-of-fit measure for a distribution is given by statistic Z:™.

=R Jdist
dig _ AT T

Zi - gt (31

where T\- weighted regional average of L-moment statistic i, ' and o{* are the

simulated regional average and standard deviation of L-moment statistics i for a given
distribution,

value is considered as the best fit distnbution.

When all the three L-moment ratios are considered in the goodness-of-fit test, the distribution
that gives the best overall fit when all the three statistics are consider together is selected as the
underlying regional frequency distribution. According to Hosking (1993), distribution is

considered to give good fit if |Z"“‘| is sufficiently close to zero, a reasonable criteria being
2% < 1.64.

The distribution giving the minimum |2

Let the homogeneous region has N sites with site i having record length n; and sample L-
moment ratios t;, t3; & ty;. Steps involved in computation of statistic Zfi" are:

i.  Compute the weighted regional average L-moment ratios.

g (32)

The values of t; and t; are computed similarly by replacing t; by t3; and ts; respectively.

ii. Fit the candidate distribution to the regional average L-moment ratios t~, tY and t%and
mean = 1.

iii. Use the fitted distribution to simulate a number of regions, say 500, having same record
length as the observed data.

iv. Repeat step 1 for each simulated region and the weighted regional average for the
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simulations are taken as t}, t; ... th, and similarly for t® & t¥.

v. Compute the mean (‘rfi") and standard deviation (0'?“"

; ) for the values computed in step 4
above for each L-moment statistic i.
TR o gl

vi. Goodness-of-fit measure Z{* is computed as Z{*' = -i i (33)

vii. Repeat the steps 2 to 6 for each of the distributions. Distribution giving the minimum ‘Z;““
value for the L-moment statistics is identified as the best fit distribution.

6.6 Development of Relationship Between Mean Annual Peak
Flood and Catchment Characteristics

For estimation of T-year return period flood at a site, the estimate for mean annual peak
flood is required. For gauged catchments, such estimates can be obtained based on the at-site
mean of the annual maximum peak flood data. However, for ungauged catchments at-site mean
can not be computed in absence of the flow data. In such a situation, a regional relationship
between the mean annual peak flood of gauged catchments in the region and their pertinent
physiographic and climatic characteristics is needed for estimation of the mean annual peak
flood. For example,

Q=a A*S*D'R® : (34)

Here, (Q) is the mean annual peak flood, A is the catchment area, S is the slope, D is the
drainage density, R is the annual normal rainfall for the catchments, a, b, ¢, d, and e are the
coefficients to be estimated using the mean annual peak floods of the gauged catchments and A,
S, D and R which are the physiographic and climatic characteristics of the gauged catchments of
the region. '
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7.0 ANALYSIS AND DISCUSSION OF RESULTS

The annual maximum peak flood data of the 12 gauging sites are available for carrying
out the study. The following aspects of analysis and discussion of results are described in this
chapter:

(1) Screening of the data using the discordancy measure, D;.
(i)  Testing of homogeneity of the region using the heterogeneity measure, H.

(iii)  Goodness of fit using the L-moment ratio diagram as well as Z™ statistic criteria.

(iv)  Development of regional flood frequency relationship and regional flood formula for
estimation of floods of various return periods for gauged and ungauged catchments.

7.1 Screening of Data using Discordancy Measure Test

The objective of the discordancy measure (D) test is to identify those sites from a group
of given sites that are grossly discordant with the group as a whole. Values of discordancy
measure have been computed in terms of the L-moments for all the 12 gauging sites of North
Brahmaputra river system, as discussed in Section 6.2.1 and the same are given in Table 3.

Table 3: D, values for the 12 gauging sites
of North Brahmaputra river system

River name | Sample size D, value
(Years)
Monas 17 0.86
Nonai 11 1.90
Borolia 15 0.57
Puthimari 37 0.58
Dhansin 21 0.41
Pachnoi 22 0.91
Belsiri 23 0.63
Gabharu 15 1.61
Jiabharali 36 0.93
Subansiri 27 0.86
Beki 13 1.41
Sankush 12 1.33
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As per Table 2 given in Section 6.2.1, the critical value for the discordancy statistic D,
for a region comprising of 12 sites is 2.757. It is observed from Table 3 that the DD; values for all
the 12 sites are less than the critical D, value of 2.757. Hence, as per the discordancy measure
test, data of all the 12 sites may be utilised for carrying out the flood frequency analysis.

7.2 Test of Regional Homogeneity

The test based on the heterogeneity measure ‘H’ takes into consideration that in a
homogeneous region, all sites have same population L-moment ratios. But their sample L-
moment ratios may differ at each site due to sampling variability. The intersite variation of L-
moment ratio is measured as the standard deviation of the at-site LCV’s weighted proportionally
to the record length at each site. To establish what would be the expected inter-site variation of
L-Moment ratios for a homogeneous region, 500 simulations were carried out using the Kappa
distribution for computing the heterogeneity measure H. The heterogeneity measure for the study
area using data of 12 sites was computed and the same was found to be greater than 1.0. Based
on the statistical properties (L-moment ratio) one by one, two sites of the region were excluded
till H value tess than 1.0 was obtained. Thus, the region comprising of 10 sites was identified as
the homogenous region. The regional parameters of the Kappa distribution are computed as:

E=0.7268, o = 0.4764, k = 0.0177 and h = 0.0271.

The values of heterogeneity measure computed by carrying out 500 simulations using the

data of 10 sites are given in Table 4.

Table 4: Heterogeneity measures for North Brahmaputra river system

S. No. Heterogeneity measures Values
1. Heterogeneity measure (H1)
(a) Observed standard deviation of group L-CV 0.0396
(b) Simulated mean of standard deviation of group L-CV 0.0354
(c) Simulated standard deviation of standard deviation of group L-CV | 0.0088
(d) Standardized test value H (1) 0.48
2. Heterogeneity measure H (2)
(a) Observed average of L-CV / L-Skewness distance - 0.0777
(b) Simulated mean of average L-CV / L-Skewness distance 0.0999
(c) Simulated standard deviation of average L-CV / L-Skewness distance | 0.0215
(d) Standardized test vaiue H (2) -1.03
3. Heterogeneity measure (H3)
(a) Observed average of L-Skewness/L-Kurtosis distance 0.0961
(b} Sirnulated mean of average L-Skewness/L-Kurtosis distance (.1287
(c) Simulated standard deviation of average L-Skewness/L-Kurtosis 0.0245
distance
(d) Standardized test value H (3) -1.33
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Again, the discordancy measure of the 10 gauging sites of the North Brahmaputra river
system whose data have been identified to constitute the homogeneous region has been computed
and are given in Table 5. As per Table 2 given in Section 6.2.1, the critical value for the
discordancy statistic D; for the 10 sites is 2.491. It is observed from Table 5 that the D, values for
the 10 sites are less than the critical D, value of 2.491. Hence, as per the discordancy measure
test, data of these 10 sites have been used for development of the regional flood frequency
relationship and the regional flood formula for North Brahmaputra river system. The details of
catchment area, sample size and sample statistics for the 10 gauging sites which form the
homogeneous region are given in Table 6.

Table 5: D, values for the 10 ganging sites
of North Brahmaputra river system

S. River name | Sample size D, value
No. (Years)

i Monas 17 78
2 Nonai 11 1.55
3 Borolia 15 49
4 Dhansin 21 29
5 Pachnoi 22 1.38
6 Belsiri 23 1.01
7 Jiabharali 36 78
8 Subansir 27 78
9 Beki 13 1.48
10 Sankush 12 1.46

Table 6: Catchment area, sample statistics and sample size for the 10 gauging sites
of North Brahmaputra river system

5. River Catchment Mean Standard | Coeffici- | Coeffici- | Sample Size
No. Name Area Annual Deviation ent of ent of
Peak Flood Variation | Skewness
(Km) (m¥is) (Years)

1 | Monas 30100 6048.51 1853.78 0.306 1.127 17
2 | Nonai 148 99.60 38.10 0.383 1.642 11

3 | Borolia 310 190.18 72.58 0.382 0.153 15
4 | Dhansin 530 1322.28 452.85 0.342 0.422 21

5 | Pachnot 198 219.61 113.09 0.515 1.451 22
6 | Belsiri 460 304.66 146.96 0.482 0.792 23

7 | Jiabharali 11000 4234.33 1694.42 | 0.400 0.779 36
8 | Subansiri 25886 8916.07 | 2943.95 0.330 1.492 27
9 | Beki 1331 752.18 326.35 0.434 -0.144 13
10 | Sankush 9799 1883.45 429.39 0.228 -0.018 12
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7.3 Identification of Regional Frequency Distribution

The choice of an appropriate frequency distribution for a homogeneous region is made
by comparing the moments of the distributions to the average moments statistics from regional
data. The aim of goodness-of-fit measure or the behaviour analysis is to identify a distribution
that fits the observed data acceptably closely. The goodness of fit is judged by how well the L-
Skewness and L-Kurtosis of the fitted distribution match the regional average L-Skewness and

L-Kurtosis of the observed data. In this study, the L-moment ratio diagram and Z®*' have been

used as goodness of fit measures for identifying the regional distribution. The regional averages
of L-moment statistics for North Brahmaputra river system are given below.,

The values of the regional L-moments for the study area are:

2, = 1.0000
A, =0.2215

A, =0.0412 and
A, =0.0363.

The regional values of LC,, LC,, and LC, are mentioned below.
Regional LC, (1) = 0.2215
Regional LC, (t,) = 0.1862, and

Regional LC, (t,) = 0.1641.

The L-moment ratio diagram based on approximations provided by Hosking (1991) has
been used to identify the suitable regional flood frequency distribution. As shown in Fig. 2, the
GEYV distribution lies ¢losest to the point defined by the regional average values of L-skewness
ie. 1, = 0.1862 and L-kurtosis i.e. T, = 0.1641, and the same is identified as the regional
distribution, as per this criteria.

The Z** —statistic for the various three parameter distributions is given in Table 7. From
Table 7 it is observed that the Z** —statistic value is lower than 1.64 for the four distributions viz.
GEV, GNO, PT-Il and GLO. Further the 2% —statistic is found to be the lowest for GEV
distribution i.e —0.35. Thus, the L-moment ratio diagram as well as Z*"' —statistic criteria
ascertain that the GEV distribution is the robust distribution for North Brahmaputra river system.

41



0.4

0.35
P |77 T TRl . 1
034 | ——a— Normal
'...a-.. Lognormal
0.25 —e—Gumble
0.2 e GEV |
. ~—ag— Exponential ;
E 015 | PrH !
] ——
0.05 o .e.-GPA I
o | —a— Wakeby
| % RegionalAvg|
=0.05 [ I
‘0.1—' ) T ll T
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 04 045 0.5
LCS

Fig. 2 L-moment ratio diagram for North Brahmaputra
river system

Table 7: Z"™ Statistic values for various distributions
for North Brahmaputra river system

S. No. Distribution Z-Statistic
1 GEV -0.35
2 GNO -0.55
3 PT-III -1.02
4 GLO 0.82
5 GPA -2.95

The values of regional parameters for the various distributions which have Z** -statistic
value less than 1.64 as well as the five parameter Wakeby distribution are given in Table 8.

The regional parameters of the Wakeby distribution have been included in Table 8
because, the Wakeby distribution has five parameters, more than most of the common
distributions and it can attain a wider range of distributional shapes than can the common
distributions. This makes the Wakeby distribution particularly useful for simulating artificial data
for use in studying the robustness, under changes in distributional form of methods of data
analysis. It is preferred to use Wakeby distribution for heterogeneous regions.
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Table 8: Regional parameters for the various distributions

Distribution Parameters of the Distribution
GEV u=0.812 o=0.312 k = -0.025
GNO E=0.926 o =0.369 k=-0.384
PT-I1II n=1.000 o= 0.409 y=1.128
GLO £=10.933 o =0.209 k=-0.186
WAK £=10.350 o =1.884 B=6.104 v =0.401 6 =-0.040

7.4 Development of Regional Flood Frequency Relationship for
Gauged Catchments

As discussed in Section 7.3, the GEV distribution has been identified as the robust
distribution for the study area. The form of the regional frequency relationship for GEV
distribution is expressed as:

QT
—— = U+ T (35)
= = U+Qy

Here, Q; is T-year return period flood estimate, u and o are the parameters of the GEV
distribution and Y-, is GEV reduced variate corresponding to T-year return period i.e.

e

The values of regional parameters of the GEV distribution foe North Brahmaputra river
‘system are mentioned below.

k=-0.025,u=0.812 and o = 0.312
Substituting values of these regional parameters in equation (2), the regional flood

frequency relationship for estimation of floods of various return periods for the gauged
catchments of Subzone (1f) is expressed as:

Q; = [—11.6? +12.48 [-m(}—%n | ]*(_2 (37

For estimation of flood of desired retum period for a small to moderate size gauged
catchment of North Brahmaputra river system, the above regional flood frequency relationship
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may be used. Alternatively, flood frequency estimates may also be obtained by multiplying the

mean annual peak flood of the gauged catchment (Q) by the corresponding value of growth
factors givenin Table 9.

Table 9: Values of growth factors (Q+/ Q) for various return periods

for North Brahmaputra river system

Re¢ Period (Years)

2 | 5 | 10 | 25 50 | 100 1200 | 500 | 1000

Distribution Growth Factors/ ntile Estimates

GEY 0927 ] 1289 1534 | 1851 2091 | 2.334 258 | 2911 | 3,166
GNO 0926 | 1293 15381 1848 | 2,081 | 2.314| 2.551 | 2.869| 3.116
PT-IH 09251 1303 | 1.548| 1.846 | 2.061 | 2.268 2471 27932 2925
GLO 0933 12641 1501 | 1.840| 2.128 | 2.453| 2.819| 3381 | 3.874
WAK 09281 12831 1.539§ 1.868] 2.109| 2.343 257 2.8611 3.074

The variation of growth factors obtained for GEV, GNO, PT-III, GLO and WAK
distributions is shown in Fig. 3.

Growth factors

4
/
r 3\ .
Distributions , /
— - - GLOGIS Rd
3 -
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1 10 100 1060

Return Period (Years)

Fig. 3: Variation of growth factors for various return periods
for North Brahmaputra river system

44



7.5 Development of Regional Relationship between Mean Annual
Peak Flood and Catchment Area

For estimation of T-year return period flood at a site, the estimate for mean annual peak
flood is required. For ungauged catchments at-site mean can not be computed in absence of the
observed flow data. In such a situation, a relationship between the mean annual peak flood of
gauged catchments in the region and their pertinent physiographic and climatic characteristics
is needed for estimation of the mean annual peak flood. As catchment areas of the various
gauging sites were the only physiographic characteristics available; hence, in this study a
regional relationship has been developed in terms of catchment area for estimation of mean
annual peak flood for ungauged catchments. Fig. 4 shows the variation of mean annual peak
floods with catchment area for the 10 gauging sites of the study area. The regional relationship

between Q (m’/sec) and A (km?) developed for the region in log domain using least squares
approach is given below.

Q=4.375(a)"" (38)

for this relationship the correlation coefficient, r = 0.948, coefficient of determination, r* = 0.898,
standard error of the estimates = 0.535 and efficiency = 0.661 are obtained.
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Fig. 4 Variation of mean annual peak flood with catchment area
for North bank tributaries of river Brahmaputra
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7.6 Development of Regional Flood Formula for Ungauged
Catchments

For development of regional flood formula for estimation of floods for various return
periods for ungauged catchments, the regional flood frequency relationship given in equation
(37) has been coupled with the regional relationship between mean annual peak flood and
catchment area, given in equation (38). Derivation of the regional flood formula is given in
Appendix-L

The developed regional flood formula for ungauged catchments of North Brahmaputra river
system is expressed as:

-002%
QT=[—51.05+54.6{—1n(1~%]} }A"-“ (39)

Here, Q; is flood estimate in m*/s for T year return period, and A is catchment area in km’.
The values of floods of various return periods (Q;) computed using the developed

regional flood formula for different catchment areas are given in Table 10. Graphical
representation of the developed regional flood formula is illustrated in Fig. 5.
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Table 10 Variation of floods of various return periods with catchment area
for North Brahmaputra river system

Catchment Return periods (Years)

Area 2 [ 8 | 10 | 25 50 [ 100 | 200 | 500 | 1000
(km2) Floods of various return periods (m3/s)

100 112 155 185 223 252 281 311 351 381
200 184 256 305 367 415 463 512 577 628
300 246 343 408 492 556 620 685 773 841
400 303 421 502 605 684 763 843 951 1035
500 356 495 589 711 - 803 896 990 1117 | 1215
600 406 564 672 310 915 1021 | 1129 | 1274 | 1385
700 453 630 750 905 1023 | 1141 ¢ 1261 | 1423 | 1548
800 499 694 826 997 1126 | 1256 | 1389 | 1567 | 1704
900 543 756 899 1085 | 1226 | 1368 | 1512 | 1705 | 1855
1000 586 815 970 1170 | 1322 | 1475 | 1631 | 1840 | 2001
1500 785 1091 | 1299 | 1567 | 1770 | 1976 | 2184 | 2464 | 2679
2000 965 1343 | 1598 | 1928 | 2178 | 2430 | 2686 | 3030 | 3296
2500 1134 | 1577 | 1877 | 2264 | 2557 | 2854 | 3154 ; 3559 | 3871
3000 1293 | 1798 | 2140 | 2582 | 2916 | 3254 | 3597 | 4058 | 4414
3500 1445 | 2009 | 2391 | 2885 | 3258 | 3636 | 4019 | 4534 | 4932
4000 1590 | 2211 | 2632 | 3176 | 3587 | 4003 | 4424 | 4992 | 5429
5000 1867 | 2597 | 3091 | 3729 | 4213 | 4701 | 5196 | 5862 | 6376
6000 2129 | 2961 | 3525 | 4252 | 4803 | 5360 | 5924 | 6684 | 7270
7000 2379 | 3309 | 3939 | 4752 | 5367 | 5989 | 6620 | 7469 ; 8123
8000 2620 | 3643 | 4336 | 5231 | 5909 | 6594 | 7288 | 8222 | 8943
9000 2851 | 3965 | 4720 | 5694 | 6432 | 7177 | 7933 | 8950 | 9735
10000 3076 | 4277 | 5092 | 6143 | 6939 | 7743 | 8558 | 9655 | 10502
12000 3508 | 4877 | 5806 | 7005 | 7912 | 8829 | 9759 | 11010 | 11975
14000 3919 | 5450 | 6488 | 7827 | 8841 | 9865 | 10904 | 12302 | 13380
16000 4315 | 6000 | 7142 | 8617 | 9733 | 10861 | 12004 | 13544 | 14731
18000 4697 | 6531 | 7774 | 9379 | 10594 | 11822 | 13067 | 14742 | 16035
20000 5067 | 7046 | 8387 | 10118 | 11429 | 12754 | 14097 | 15904 | 17298
25000 5950 | 8274 | 9849 | 11882 | 13421 | 14977 | 16553 | 18676 | 20313
30000 6785 | 9434 | 11230 | 13549 | 15304 | 17078 | 18876 | 21296 | 23163
35000 7581 | 10542 | 12549 | 15139 | 17101 | 19082 | 21091 | 23796 | 25881
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il.

i,

iv.

CONCLUSIONS

On the basis of this study following conclusions are drawn.

Regional flood frequency analysis has been carried out based on L-moments
approach, considering the annual maximum peak flood data of 12 catchments of the
North Brahmaputra river system. Discordancy measure (D;} test was carried out and it
was found that the data of all the sites are suitable for carrying out the flood frequency
analysis. Homogeneity of the region has been tested using the L-moment based
heterogeneity measure, H. Based on this test, it has been observed that the data of 10
out of 12 sites constitute a homogeneous region. Hence, the data of these ten sites
have been used in this study.

Various distributions viz. Extreme value (EV1), General extreme value (GEV),
Logistic (LOS), Generalized logistic (GLO), Generalized normal (GNO), Exponential
(EXP), Generalized Pareto (GP), Kappa (KAP) and five parameter Wakeby (WAK)
have been used in the study. The regional parameters of these distributions have been
estimated using the L-moments approach. Based on the L-moment ratio diagram as
well as Z9* —statistic criteria the GEV distribution has been identified as the robust
distribution for the North Brahmaputra river system.

Regional flood frequency relationship has been developed based on the GEV
distribution for gauged catchments of the North Brahmaputra river system. For
estimation of floods of various return periods for the gauged catchments of the study
area, either the developed regional flood frequency relationship may be used or the
mean annual peak flood of the catchment may be multiplied by the corresponding
values of the growth factors.

The L-moment based regional flood frequency relationship derived for the GEV
distribution has been coupled with the regional relationship between mean annual
peak flood and the catchment area and the regional flood formula has been developed
for estimation of floods of desired return periods for ungauged catchments of North
Brahmaputra river system. The developed regional flood formula, or its graphical
representation may be used for estimation of floods of desired return periods for the
ungauged catchments of the study area. Floods of various return periods for different
catchment areas may also be obtained from the tabular form of the developed regional
flood formula.

The conventional empirical flood formulae do not provide floods of various return

periods. However, the regional flood formula developed in this study is capable of
providing flood estimates for desired return periods.
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vi.

Vi,

As the regional flood formula has been developed using the data of catchments
ranging from 148 km’ to 30100 km? in area; therefore, the developed regional flood
frequency relationship or formula may be expected to provide estimates of floods of
various return periods for the catchments of North Brahmaputra river system, lying
nearly in the same range of areal extent, as those of the input data.

The data of only 10 gauging sites, varying from 11 to 37 years have been used in this
study. The relationship between mean annual peak flood and catchment area
developed on the basis of available data is able to explain 89.8% of initial variance
(¥ = 0.898) and the standard error of the estimates is obtained as 0.535. Hence, the
results of the study are subject to these limitations. However, the developed regional
flood frequency relationship and the regional formula may be refined for obtaining
more accurate flood frequency estimates, when the annual maximum peak flood data
for some more gauging sites become available and catchment and physiographic
characteristics other than catchment area are also used for development of the regional
flood formula.
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APPENDIX-I

Derivation of the Regional Flood Formula

The form of regional flood frequency relationship for the GEV distribution is:

Qi Y: M
where,
yr=f-cma-1m)fx 2)

The conventional Dicken's formula is:

Q =cA’” 3)

The form of this formula may be generalized as:
Q=Cr A° 4

The form of regional relationship between mean annual peak flood and catchment area is:

Q=a A ©)

Dividing Eq. (4) by Eq. (5) the following expression is obtained.

.G 6)
Q a

It may be expressed as:

Cr = _?_l a (7)

Q

or, Substituting the value of %T from Eq. (1)

Cr=@+aya 8
Substituting the vatue of Cq in Eq. (4)

Qr = (@tay)aa® )

Substituting the value of yr from Eq. (2}
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Qr =[ua+taay]A®
or,

Q = [ua+aa[1-{-1n(1-%)}"]fk- AY

r "

Q = ua+%-%{—ln(1—%)} w

or,

o | au 1 k-| b
Qr L'a(k"'ll)"“l;—{-ln(l-?)}JA

1.)"

Q = F*‘T{'In(]'?)f ]Ab

where,

B=a(a/k +u) and 7=-%a
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